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\textbf{Abstract}

We develop a unifying framework to obtain efficient index policies for restless multi-armed bandit problems with birth-and-death state evolution. This is a broad class of stochastic resource allocation problems whose objective is to determine efficient policies to share resources among competing projects. In a seminal work, Whittle developed a methodology to derive well-performing (Whittle’s) index policies that are obtained by solving a relaxed version of the original problem. Our \textit{first main contribution} is the derivation of a closed-form expression for Whittle’s index as a function of the steady-state probabilities. In some particular cases, qualitative insights can be obtained from its expression, nevertheless, it requires several technical conditions to be verified. We therefore formulate a fluid version of the relaxed optimization problem and in our \textit{second main contribution} we develop a fluid index policy. The latter \textit{does} provide qualitative insights and it is equivalent to Whittle’s index policy in the light-traffic regime. The applicability of our approach is illustrated by two important problems: optimal class selection and optimal load balancing. Allowing state-dependent capacities we can model important phenomena: e.g. power-aware server-farms and opportunistic scheduling in wireless systems. Whittle’s index and our fluid index policy show remarkably good performance in numerical simulations.

1 \textbf{Introduction}

Our objective is to develop a unifying framework to obtain well performing policies for stochastic resource allocation problems. The model we consider is rather general, and aims at capturing the fundamental decision making problem arising in resource allocation problems among competing projects. Two broad classes of problems that fall inside our framework are that of optimal class selection and optimal load balancing for heterogeneous servers. We allow both state-dependent arrivals and state-dependent capacities. The latter can model important phenomena such as speed scaling in power-aware systems or fading in wireless channels, where the capacity scales with the number of users.
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An optimal policy will in general be a complex function of all the input parameters and the number of competing projects. In practice such problems can be solved only for very specific instances. In some cases, a so-called index policy is optimal, that is, the solution to the stochastic control problem is characterized by an index, which depends on the state of the project, that determines which action is optimal to take. Optimality of index policies has enjoyed a great popularity. The solution to a complex control problem that, a priori, might depend on the entire state space, turns out to have a strikingly simple structure. A classical example is a multi-class single-server queue with linear holding costs where it is known that the celebrated $c_\mu$-rule is optimal with respect to average holding cost, that is, to serve the classes in decreasing order of priority according to the product $c_k \mu_k$, where $c_k$ is the holding cost per class-$k$ customer, and $\mu_k^{-1}$ is the mean service requirement of class-$k$ customers, [2]. The simple structure of the optimal policy vanishes however in the presence of, e.g., convex costs, servers with state-dependent capacities and/or impatient customers [3, 4, 5, 6]. Another classical result that can be seen as an index policy is the optimality of Shortest-Remaining-Processing-Time (SRPT), where the index of each customer is given by its remaining service time [7].

Both examples fit the general context of Multi-Armed Bandit Problems (MABP). A MABP is a particular case of a Markov Decision Process: at every decision epoch the scheduler needs to select one bandit, and an associated reward is accrued. The state of this selected bandit evolves stochastically, while the state of all other bandits remains frozen. The scheduler knows the state of all bandits, the rewards in every state, and the transition probabilities, and aims at maximizing the total average reward. In a ground-breaking result Gittins showed that the optimal policy that solves a MABP is an index rule, nowadays commonly referred to as Gittins’ index policy [8]. Thus, for each bandit, one calculates Gittins’ index, which depends only on its current state and stochastic evolution. The optimal policy activates in each decision epoch the bandit with highest current index.

Despite its generality, in multiple cases of practical interest the problem cannot be cast as a MABP. In a seminal work [9], Whittle introduced the so-called Restless Bandit Problem (RBP), a generalization of the standard MABP. In a RBP all bandits in the system incur a cost. The scheduler selects a number of bandits to be made active, and all bandits might evolve over time according to a stochastic kernel that depends on whether the bandit is made active. The objective is to determine a control policy that optimizes the average performance criterion. RBP provides a powerful modeling framework, but its solution has in general a complex structure that might depend on the entire state-space description. Whittle considered a relaxed version of the problem (where the restriction on the number of active bandits needs to be respected on average only, and not in every decision epoch), and showed that the solution to the relaxed problem is of index type, referred to as Whittle’s index. Whittle then defined a heuristic for the original problem, referred to as Whittle’s index policy, where in every decision epoch the bandit with highest Whittle index is selected. It has been shown that the Whittle index policy performs strikingly well, see [10] for a discussion, and is asymptotically optimal under certain conditions, see [11] and [12]. The latter explains the importance given in the literature to the calculation of Whittle’s index. In addition to resource allocation problems, Whittle’s index has been applied in a wide variety of cases, including website morphing and pharmaceutical trials, [8, Chapter 6]. In the last years many researchers have applied Whittle’s index approach for the opportunistic scheduling in wireless networks, see [13, 14]. The recent survey paper [15] is a good reference on the application of index policies in scheduling.

In order to calculate Whittle’s index there are two main difficulties: first, one needs to establish a technical property known as indexability, and second, the calculation of the Whittle index itself might be involved or even infeasible.

In this paper we focus on deriving efficient index policies for a RBP in the particular case
where each bandit can be modeled as a birth-and-death stochastic process. The birth-and-death process is a special case of a continuous-time Markov process where the state transitions are of only two types: “births”, which increase the state variable by one and “deaths”, which decrease the state by one. Birth-and-death processes have many applications in demography, queueing theory, performance engineering, epidemiology and biology. We refer to [16] as one of the first works developing an index policy for a problem with birth-and-death dynamics.

In our first main contribution, we derive a sufficient condition for the indexability property to hold and we derive a closed-form expression for Whittle’s index. We show that Whittle’s index can be expressed as a function of the steady-state probabilities and it can thus numerically be calculated. In some particular cases this expression allows us to obtain qualitative insights, however, this is not the case in a general setting. We therefore formulate a fluid version of the relaxed optimization problem, where the objective is bias optimality, i.e., to determine the policy that minimizes the cost of bringing the fluid to its equilibrium. Our approach is motivated by the pioneering work where fluid control models were used to approximate stochastic optimization problems, see Avram et al. [17] and Weiss [18]. We give a closed-form expression for the fluid index, which provides full insights into the effect of the parameters. The advantage of the fluid approach lies in its relatively simple expressions compared to the stochastic one, and in the fact that one does not need to verify for indexability or optimality of threshold policies. In addition, it can be established that both policies are equivalent in a light-traffic regime.

We illustrate the applicability of our approach with two classes of resource-sharing problems: optimal class selection and optimal load balancing in heterogeneous servers. In both cases we allow for general holding cost functions and state-dependent capacities and arrivals. As representative examples we consider (i) scheduling in a multi-class opportunistic downlink channel, (ii) load balancing in a power-aware server farm and (iii) scheduling a make-to-stock queue with perishable items. Numerical experiments show that for all three examples the Whittle index policy and the fluid index policy are nearly optimal.

In summary the main contributions of this paper are:

• Unifying approach to obtain Whittle’s index policy for birth-and-death bandits under average cost criterion.
• Development of a fluid-based approach to derive a novel index policy, based on the fluid index, yielding a simple closed-form expression.
• Study of two examples of practical interest: opportunistic scheduling in downlink channels and load balancing in power-aware server farms.

The paper is organized as follows. In Section 2 we present the birth-and-death restless bandit model and its optimization framework. In Section 3 we present the relaxation of the original problem and derive Whittle’s index, and in Section 4 we derive the fluid index. In Section 5 we prove the equivalence of Whittle’s index and fluid index in a light-traffic regime. Finally, in Section 6 the performance of Whittle’s index policy and the fluid index policy is numerically evaluated.

2 Model Description and Preliminaries

We consider a stochastic resource allocation problem with \( K \) on-going projects or bandits. Let \( N_k(t) \in \{0, 1, \ldots\} \) denote the state of bandit \( k \) at time \( t \), \( k = 1, \ldots, K \). Decision epochs are defined as the moments when a bandit changes state. At each decision epoch, the controller can choose for each bandit between two actions: action \( a = 0 \), that is, making the bandit passive, or
action $a = 1$, that is, making the bandit active, with the restriction that at any moment in time at most $M < K$ bandits can be made active. Throughout this paper we consider bandits that are modeled as a continuous time birth-and-death process, that is, when bandit $k$ is in state $n_k$, it changes the state after an exponentially distributed amount of time, and can go either to state $(n_k - 1)^+$ or state $n_k + 1$. The transition rates for bandit $k$ depend only on $n_k$ (and not on the state of the other bandits). More precisely, when $N_k$ denotes the state of bandit $k = 1, \ldots, K$, the transition rates of the vector $\vec{N} = (N_1, \ldots, N_K)$ are

$$
\begin{align*}
\vec{N} \rightarrow \vec{N} + \vec{e}_k & \quad \text{with transition rate } b_k^a(N_k), \\
\vec{N} \rightarrow \vec{N} - \vec{e}_k & \quad \text{with transition rate } d_k^a(N_k),
\end{align*}
$$

(1)

where $\vec{e}_k$ is a $K$-dimensional vector with all zeros except for the $k$-th component which is equal to 1, and $d_k^a(0) = 0$.

We note that the transitions of a bandit depend on the action chosen. In particular, the state of bandits can evolve both when being active and passive. In the literature this is commonly known as the RBP, which we briefly described in Section 1, see [8]. We note that, given the action taken in state $\vec{N}$, the dynamics of each bandit is independent of the others, see (1).

A policy $\phi$ decides which bandit is made active. Because of the Markov property, we can focus on policies that base their decisions only on the current state of the bandits. For a given policy $\phi$, $N_k^\phi(t)$ denotes the state of bandit $k$ at time $t$ and $\vec{N}^\phi(t) = (N_1^\phi(t), \ldots, N_K^\phi(t))$. Let $S_k^\phi(\vec{N}^\phi(t)) \in \{0, 1\}$ represent whether or not bandit $k$ is made active at time $t$ under policy $\phi$. At most $M$ out of the $K$ bandits can be made active, or equivalently, at least $K - M$ bandits have to be passive. Hence, we have the constraint

$$
\sum_{k=1}^{K} (1 - S_k^\phi(\vec{N})) \geq K - M.
$$

(2)

Let us denote by $\mathcal{U}$ the set of policies that satisfy Equation (2) and make the system ergodic. Throughout the paper we assume that $b_k^a(\cdot), d_k^a(\cdot)$ are such that $\mathcal{U} \neq \emptyset$. For bandit $k$, let $C_k(n,a)$ denote the cost per unit of time when in state $n$ and it is either passive (action $a = 0$) or active (action $a = 1$). We assume that $C_k(n,a)$ is bounded by a polynomial of finite degree.

### 2.1 Examples

Our main motivation to study this problem comes from resource allocation problems arising in multi-class multi-server environments. Assuming there are $K$ classes of users, each class is represented by a bandit, and the state $N_k$ of bandit $k$ represents the number of class-$k$ users in the system. Furthermore, $b_k^a(N_k)$ and $d_k^a(N_k)$ denote the arrival and departure rate, respectively. Having a state-dependent departure rate allows us to model important phenomena such as power-aware server farms and user impatience in which users may leave the system before finishing service. In the former the departure rate will be proportional to the speed-scaling term $(N_k)^\alpha$, see [19], and in the latter the departure rate will include a term $\theta_k N_k$, where $\theta_k$ is the abandonment rate of class-$k$ users, see [20, 21, 22]. To illustrate the applicability of our framework, we now present two broad classes of problems that fall inside the framework presented. Both examples are further developed in Section 6.

The first class of problems concerns the multi-class setting of Figure 1. The objective is to determine which $M$ classes to be made simultaneously active. Hence, the transition rates are as follows: $b_k^a(N_k) = \lambda_k(N_k)$ and $d_k^a(N_k) = \mu_k(N_k)a$, where $a = 1$ in case class $k$ is served. We allow the arrival and departure rate of each class to depend on its queue length. In Section 6 we use
this model to study optimal scheduling in a wireless downlink problem where, as a consequence of opportunistic scheduling, the capacity increases with the number of users, see [23]. We further note that when \( M = 1 \) and \( \mu_k(N_k) = \mu_k \), this model captures the classical single-server multi-class queue.

\[
\begin{aligned}
\lambda_1(N_1(t)) &\quad \mu_1(N_1(t)) \\
\lambda_2(N_2(t)) &\quad \mu_2(N_2(t)) \\
\vdots &\quad \vdots \\
\lambda_K(N_K(t)) &\quad \mu_K(N_K(t))
\end{aligned}
\]

Figure 1: A multi-class system where \( M \) classes can be simultaneously served

The second class of problems is the load balancing problem, see Figure 2, where new arrivals must be dispatched to \( K \) heterogeneous servers, or must be blocked. We allow an arrival to be dispatched to at most \( M \) servers (simultaneously), where \( M = 1 \) is the typical value for load-balancing problems. Hence, the transition rates are as follows: \( b^a_k(N_k) = \lambda a \) and \( d^a_k(N_k) = \mu_k \), where \( a = 1 \) in case an arrival is routed to server \( k \). In Section 6 we investigate (i) how to optimally dispatch users in a power-aware server farm, where the capacity of servers follows a speed-scaling rule and (ii) how to optimally produce perishable items in a make-to-stock production system.

\[
\begin{aligned}
\lambda &\quad \text{to which } M \text{ servers to dispatch} \\
\delta &\quad \text{K servers} \\
\rho &\quad \text{block} \\
\lambda_k(N_k(t)) &\quad \mu_k(N_k(t))
\end{aligned}
\]

Figure 2: Load balancing in a multi-server system

### 2.2 Optimal control

The objective of this paper is to find scheduling policies \( \phi \in \mathcal{U} \) that minimize the average-cost criteria

\[
\mathcal{C}^\phi := \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left( \int_0^T C_k(N_k^\phi(t), S_k^\phi(N(t))) \, dt \right). \tag{3}
\]

The above problem can be seen as a particular case of a Markov Decision Process (MDP), see Puterman [24] for a comprehensive treatment of MDP’s. For problem (3), it is known that if
there exist $g$ and $V(\cdot)$ that satisfy the Dynamic Programming equation

$$
g = \min_{\bar{e}, s.t. \sum_k s_k \leq M} \left( \sum_{k=1}^{K} \left[ C_k(n_k, s_k) + b_k^a(n_k) V(\bar{n} + e_k) + d_k^a(n_k) V(\bar{n} - e_k) - (d_k^a(n_k) + b_k^a(n_k)) V(\bar{n}) \right] \right), \tag{4}$$
a stationary policy that realizes the minimum in (4) is optimal, [24]. Here, $g = \min_\phi C^\phi$ and $V(\bar{n})$ is the value function. The latter captures the difference in cost between starting in state $\bar{n}$ and an arbitrary reference state. In general, an optimal policy for (3) (or equivalently (4)) cannot be found, and structural results are only available for particular cases. Numerically, optimal policies can be found using Value Iteration or Policy Improvement algorithms. However, the curse of dimensionality renders infeasible to find a solution even for very small instances of the problem.

For certain examples it is possible to explicitly solve (4) and to characterize an optimal stochastic control. An important class of problems for which this is possible is known as the MABP problem, which we introduced in Section 1. In this case only one bandit can be made active ($M = 1$) and only the active bandit can change state, that is, $b_k^0(n_k) = d_k^0(n_k) = 0$ and $b_k^1(n_k) \geq 0$, $d_k^1(n_k) \geq 0$. An optimal solution of (3) has a simple structure, known as Gittins’ index policy, see [8]. In brief, there exist functions $G_k(n_k)$, depending only on the parameters of bandit $k$, such that an optimal policy in state $\bar{n}$ prescribes to serve the bandit having currently the highest index $G_k(n_k)$. However, for the restless bandit context ($b_k^0(n_k), d_k^0(n_k) \geq 0$), as considered in this paper, finding optimal policies is typically out of reach. In the next section we will describe the methodology, introduced by Whittle [9], to derive approximate solutions to (3).

3 Lagrangian Relaxation and Whittle’s index policy

The solution to (3) under constraint (2) cannot be solved in general. Following Whittle [9], a very fruitful approach has been to study the relaxed problem in which the constraint on the number of active bandits must be satisfied on average, and not in every decision epoch, that is,

$$
\limsup_{T \to \infty} \frac{1}{T} E \left( \int_0^T \sum_{k=1}^{K} (1 - S_k^0(\bar{N}^\phi(t)))dt \right) \geq K - M. \tag{5}
$$

Note that the set of policies that make the relaxed problem ergodic include $\mathcal{U} \neq \emptyset$, i.e., the set of ergodic policies for the original problem. The objective of the relaxed problem is hence to determine a policy that solves (3) under constraint (5). An optimal policy for the relaxed problem, which turns out to be of index type, then serves as heuristic for the original optimization problem.

The relaxed problem can be solved by considering the following unconstrained problem: find a policy $\phi$ that minimizes

$$
\limsup_{T \to \infty} \frac{1}{T} E \left( \int_0^T \left( \sum_{k=1}^{K} C_k(N_k^\phi(t), S_k^0(\bar{N}^\phi(t))) + W(K - M - \sum_{k=1}^{K} (1 - S_k^0(\bar{N}^\phi(t)))) \right) dt \right), \tag{6}
$$

where $W$ is the Lagrange multiplier. The key observation made by Whittle is that problem (6) can be decomposed into $K$ subproblems, one for each different bandit $k$, that is, minimize:

$$
C_k^\phi := \limsup_{T \to \infty} \frac{1}{T} E \left( \int_0^T \left( C_k(N_k^\phi(t), S_k^0(N_k^\phi(t))) - W(1 - S_k^0(N_k^\phi(t))) \right) dt \right). \tag{7}
$$
The solution to (6) is obtained by combining the solution to the \( K \) separate optimization problems (7). Under a stationarity assumption, we can invoke ergodicity to show that (7) is equivalent to minimizing

\[
E(C_k(N^\phi_k, S_k^\phi(N^\phi_k))) - W E(1_{S_k^\phi(N^\phi_k) = 0}),
\]

where \( N^\phi_k \) is distributed as the stationary distribution of the state of bandit \( k \) under policy \( \phi \). Observe that the multiplier \( W \) can be interpreted as subsidy for passivity.

Problem (7) (equivalently (8)) is an MDP as well and an optimal policy is the solution of the Dynamic Programming equation

\[
g_k = \min_{\phi} C_k(n, 1) + b_k^1(n) \Delta V(n) - d_k^1(n) \Delta V(n - 1),
\]

\[
C_k(n, 0) - W + b_k^0(n) \Delta V(n) - d_k^0(n) \Delta V(n - 1),
\]

with \( g_k = \min_{\phi} c_k^\phi \), the minimum cost under an optimal policy, and \( \Delta V(n) = V(n + 1) - V(n) \).

### 3.1 Indexability and Whittle’s index

Indexability is the property that allows us to develop a heuristic for the original problem. This property requires to establish that as the Lagrange multiplier, or equivalently the subsidy for passivity, \( W \), increases, the collection of states in which the optimal action is passive increases. It was first introduced by Whittle [9] and we formalize it in the following definition.

\textbf{Definition 1} A bandit is indexable if the set of states in which passive is an optimal action in (7) (denoted by \( D_k(W) \)) increases in \( W \), that is, \( W' < W \Rightarrow D_k(W') \subseteq D_k(W) \).

If indexability is satisfied, Whittle’s index in state \( N_k \) is defined as follows:

\textbf{Definition 2} When a bandit is indexable, Whittle’s index in state \( N_k \) is defined as the smallest value for the subsidy such that actions passive and active are equally attractive for bandit \( k \) in state \( N_k \). The Whittle index is denoted by \( W_k(N_k) \).

Given that the indexability property holds, Whittle established in [9] that the solution to the relaxed control problem (6) will be to activate all bandits that are in a state \( n_k \) such that their Whittle’s index exceeds the subsidy for passivity, i.e., \( W_k(n_k) > W \). In particular, a standard Lagrangian argument shows that there exists a value \( W = W^* \), for which the constraint (5) is binding, i.e., an optimal policy \( \phi \) that solves Problem (6) for \( W = W^* \) will on average activate (at most) \( M \) bandits.

### 3.2 Threshold policies

For certain problems, it can be established that the structure of an optimal solution of problem (7) is of threshold type. That is, optimality of a monotone policy can be shown: there is a threshold \( n_k(W) \) such that when bandit \( k \) is in a state \( n_k \leq n_k(W) \), then action \( a \) is optimal, and otherwise action \( a' \) is optimal, \( a, a' \in \{0, 1\} \) and \( a \neq a' \). In this section we describe the Whittle index in case an optimal structure is of threshold type. Before doing so, we further discuss optimality of threshold policies.

We let policy \( \phi = n \) denote a threshold policy with threshold \( n \), and we refer to it as 0-1 type if \( a = 0 \) and \( a' = 1 \), and 1-0 type if \( a = 1 \) and \( a' = 0 \). Optimality of a threshold policy for a relaxed optimization problem has been proved for example in [3, 21, 22]. Further examples can be found in [8, Section 6.5]. In the next proposition we give sufficient conditions for an optimal policy that solves problem (7) to be of threshold type. The proof can be found in Appendix 7.
Proposition 1 Assume

\[ b_k^*(N_k) = \lambda_k(N_k), \text{ and } d_k^*(N_k) = \mu_k(N_k). \]

Then there exists an \( n_k \in \{-1, 0, 1, \ldots \} \) such that a 0-1 type of threshold policy, with threshold \( n_k \), optimally solves problem (7). If instead,

\[ b_k^*(N_k) = \lambda_k(N_k)a, \text{ and } d_k^*(N_k) = \mu_k(N_k), \]

then there exists an \( n_k \in \{-1, 0, 1, \ldots \} \) such that a 1-0 type of threshold policy, with threshold \( n_k \), optimally solves problem (7).

From the statement of Proposition 1 we see that an optimal policy that solves the example depicted in Figure 1 will be of 0-1 type, whereas an optimal policy that solves the example depicted in Figure 2 will be of 1-0 type.

The Whittle index is the smallest value of \( W \) such that we are indifferent of the action taken in state \( n \). In case optimality of threshold policies can be established, one is indifferent of the action taken in state \( n \) if the performance under threshold policies \( n - 1 \) and \( n \) are equal. That is, \( W \) is such that

\[ E(C_k(N_k^n, S_k^a(N_k^n))) - W \cdot (1 + S_k^a(N_k^n)) = E(C_k(N_k^{n-1}, S_k^{a-1}(N_k^{n-1}))) - W \cdot (1 + S_k^{a-1}(N_k^{n-1})), \]

which after some algebra writes

\[ W = \frac{E(C_k(N_k^n, S_k^a(N_k^n))) - E(C_k(N_k^{n-1}, S_k^{a-1}(N_k^{n-1})))}{E(1 + S_k^a(N_k^n)) - E(1 + S_k^{a-1}(N_k^{n-1}))}. \]

Under the assumption that bandit \( k \) evolves in a birth-and-death fashion, the latter can be expressed as a function of the steady-state probabilities for bandit \( k \) under threshold policy \( n \), i.e., \( \pi_k^n(\cdot) \). In particular, \( E(1 + S_k^a(N_k^n)) = \sum_{i=0}^n \pi_k^n(m) \) when \( n \) is a 0-1 type of threshold policy and \( E(1 + S_k^a(N_k^n)) = 1 - \sum_{m=0}^n \pi_k^n(m) \) when \( n \) is a 1-0 type of threshold policy.

In the next proposition we state Whittle’s index as a function of the steady-state probabilities and show that indexability is satisfied under a condition on the steady-state probabilities.

Proposition 2 Assume an optimal solution of (7) is of threshold type, and \( \sum_{i=0}^n \pi_k^n(i) \) is strictly increasing in \( n \), with \( \pi_k^n(m) \) the steady-state probability for bandit \( k \) of being in state \( m \) under threshold policy \( n \). Then, bandit \( k \) is indexable.

If the structure of an optimal solution of problem (7) is of 0-1 type, then, in case

\[ \frac{E(C_k(N_k^n, S_k^a(N_k^n))) - E(C_k(N_k^{n-1}, S_k^{a-1}(N_k^{n-1})))}{\sum_{m=0}^n \pi_k^n(m) - \sum_{m=0}^{n-1} \pi_k^{a-1}(m)} \]

is non-decreasing in \( n \), Whittle’s index \( W_k(n_k) \) is given by (10) and is hence non-decreasing. Similarly, if the structure of an optimal solution of problem (7) is of 1-0 type, then, in case (10) is non-decreasing in \( n \), \( -W_k(n_k) \) is given by (10) and hence Whittle’s index is non-increasing.

To the best of our knowledge, it has not been previously reported that when the bandits evolve in a birth-and-death fashion one can obtain an explicit expression of Whittle’s index. For the particular case of a multi-class single-server abandonment queue, this was derived in [25].
Remark 1 In the case in which \((10)\) is non-monotone in \(n\), Whittle’s index can no longer be derived by equating the average cost of two consecutive threshold policies. Instead, Whittle’s index can be obtained following an algorithm as described for instance in [21] and [25] for particular examples. In this algorithm, comparing threshold policy \(-1\) to the appropriate threshold policy \(n_0 \geq -1\), we compute \(W(n_0)\). Whittle’s index for all thresholds \(m \in \{0, 1, \ldots, n_0\}\), i.e., \(W(m)\), equals \(W(n_0)\). The correct choice of \(n_0\) is the result of an optimization problem. The index in state \(n_0 + 1\), is then computed by comparing threshold policy \(n_0\) to an appropriate threshold policy \(n_1 > n_0\). Then \(W(m) = W(n_1)\) for all \(m \in \{n_0 + 1, \ldots, n_1\}\). The algorithm stops when in an iteration \(i\), \(n_i\) equals \(\infty\).

Remark 2 (\(\sum_{m=0}^{n} \pi^n(m)\) being strictly increasing) Having \(\sum_{m=0}^{n} \pi^n(m)\) to be strictly increasing makes sure that in Equation \((10)\) we do not divide by 0. This assumption may exclude models of interest though. There are however tricks to overcome this assumption. We explain the latter using the example of the \(M/M/1\) queue: Consider the \(M/M/1\) queue under threshold policy \(n\) with 0-1 structure. This system is equivalent to the classical FIFO \(M/M/1\) queue with \(n\) permanent customers. It is known that the probability that the stationary process is in state \(n\) is then \(1 – \rho\). Hence, \(\sum_{m=0}^{n} \pi^n(m) = 1 – \rho\) for all \(n\). The subsidy obtained on average is therefore \(W(1 – \rho)\), which is independent of the threshold policy \(n\). This implies that the subsidy does not allow us to discriminate between different thresholds. In [8, Section 6.5] this is circumvented by looking at the discounted cost problem, instead of to the average cost criteria and scaling the immediate cost.

C. Whittle’s index policy

In this section we describe how the optimal solution to the relaxed optimization problem is used to obtain a heuristic for the original model. The optimal solution to the relaxed problem, that is, activate all bandits that are in a state \(n_k\) such that \(W_k(n_k) > W\), might be unfeasible for the original model where at most \(M\) bandits can be served at a time. Hence, Whittle [9] proposed the following heuristic, which is referred to as Whittle’s index policy. In Section 6 we discuss Whittle’s index policy for several applications.

Definition 3 (Whittle’s index policy) Assume at time \(t\) we are in state \(\bar{N}(t) = \bar{n}\). The Whittle index policy activates the \(M\) bandits having currently the highest non-negative Whittle’s index value \(W_k(n_k)\).

Note that in case all bandits are in a state such that their Whittle’s index is negative, all bandits are kept passive. The latter is a direct consequence of the relaxed optimization problem; when the Whittle index is negative for a bandit in state \(\bar{n}\), this means that it is made active only if \(W < W_k(\bar{n}) < 0\), that is, when a cost is payed for being passive.

In general it can be hard to verify whether an optimal solution is of threshold type, and whether \((10)\) is non-decreasing in \(n\). Both are needed in order to define Whittle’s index using the formula given by Proposition 2. In addition, Whittle’s index depends on the steady-state probabilities and hence, in many cases, does not provide qualitative insights on the behavior of the index policy.

In the next section we therefore develop a fluid approximation of \((7)\) in order to derive a fluid index, which provides insights and can serve as a heuristic for the original stochastic problem.

4 Fluid version of relaxed optimization problem

In this section we will solve the fluid version of the relaxed optimization problem \((7)\), that is, we only take into account the average behavior of the system. As opposed to the stochastic relaxed problem, for the fluid version we do obtain an insightful expression for the so-called fluid index.
In Section 4.1 we describe the fluid dynamics and the fluid version of the relaxed optimization problem. In Section 4.2 we give a solution of the relaxed fluid model and the fluid index. In Section 4.3 we define the fluid index policy, which serves as a heuristic for the original problem.

4.1 Fluid model and bias optimality

We approximate the stochastic relaxed optimization problem as presented in Section 3 by a deterministic fluid model, where bandit $k$ has a continuous state space $[0, \infty)$ instead of a discrete state space $\{0, 1, \ldots\}$. The fluid dynamics will be defined by only taking into account the mean dynamics of the stochastic process.

Let $m_k(t) \in [0, \infty)$ be the state of bandit $k$ and $s_k(t) \in \{0, 1\}$ the control parameter. Let $u$ denote a fluid control that determines $s_k^u(t)$, that is, whether bandit $k$ is active or not. We use the following compact notation for the drift under action $a$:  
\[ f_k^a(m_k) := b_k^a(m_k) - d_k^a(m_k), \quad a = 0, 1, \]

with $m_k \geq 0$, where for non-integer values of $m_k$ the functions $b_k^0, d_k^0, b_k^1$ and $d_k^1$ are defined such that they are continuous. We further assume $f_k^a(m_k)$ to be non-increasing in $m_k$ for $a \in \{0, 1\}$.

The fluid dynamics under control $u$ can then be written as follows:
\[ \frac{dm_k^u(t)}{dt} = (1 - s_k^u(t))f_k^0(m_k^u(t)) + s_k^u(t)f_k^1(m_k^u(t)), \quad (11) \]

where the control $u$ is such that $m_k^u(t) \geq 0$ for all $t$.

At time $t$, we define the cost for the fluid version of the relaxed problem (7) as
\[ C_k(m_k(t), s_k(t)) := (1 - s_k(t))C_k(m_k(t), 0) + s_k(t)C(m_k(t), 1), \]

where in non-integer values for $m_k$ the function $C_k(m_k, a)$ is defined such that it is continuous in $m_k$.

An equilibrium point $(\bar{m}_k, \bar{s}_k)$ of the fluid dynamics is such that $\frac{dm_k(t)}{dt} = 0$, that is,
\[ (1 - \bar{s}_k)f_k^0(\bar{m}_k) + \bar{s}_k f_k^1(\bar{m}_k) = 0, \]

or equivalently, $\bar{s}_k = f_k^0(\bar{m}_k)/(f_k^0(\bar{m}_k) - f_k^1(\bar{m}_k))$, with $\bar{s}_k \in [0, 1]$. That is, in equilibrium, a fraction of time $\bar{s}_k$ ($1 - \bar{s}_k$) the action $a = 1$ ($a = 0$) is chosen. Define $\bar{s}_k(\bar{m}_k) := f_k^0(\bar{m}_k)/(f_k^0(\bar{m}_k) - f_k^1(\bar{m}_k))$ and we assume throughout this paper $\bar{s}_k(\bar{m}_k)$ to be strictly monotone in $\bar{m}_k$. A discussion on the latter assumption can be found in Remark 4.

As stated in 7, in the stochastic model we aim to minimize for a given bandit the unconstrained optimization problem, that is, we minimize the time-average of the cost minus the subsidy obtained. In equilibrium, $\bar{s}_k$ is the average amount of time the system is active, hence, the fluid version of (7) will be to find the equilibrium point that minimizes the cost at equilibrium $EC_k(\bar{s}_k, W)$, where
\[ EC_k(\bar{s}_k, W) := (1 - \bar{s}_k)C_k(\bar{m}_k, 0) + \bar{s}_k C(\bar{m}_k, 1) - W(1 - \bar{s}_k). \]

We denote by $(\bar{m}_k^*, \bar{s}_k^*)$ an optimal equilibrium point and define the optimal equilibrium cost under subsidy $W$ as
\[ EC_k^*(W) := (1 - \bar{s}_k^*)C_k(\bar{m}_k^*, 0) - W + \bar{s}_k^* C_k(\bar{m}_k^*, 1). \quad (12) \]

Since the time-average criteria might be attained by several controls, see [24, Chapter 8], we are interested in controls that are bias-optimal. That is, among all controls that reach the
optimal equilibrium point, a bias-optimal control is the one that minimizes the cost to get to this equilibrium point. Hence, our aim is to find the control $u$ that minimizes the total bias cost, that is, the cost and subsidy obtained over time minus the optimal cost in equilibrium, denoted as

$$J_k^u(m_k(0), W) := \int_0^\infty \left( C_k(m_k(t), s_k^u(t)) - W(1 - s_k^u(t)) - EC^*_k(W) \right) dt. \quad (13)$$

We define $J_k(m_k(0), W) := \min_u J_k^u(m_k(0), W)$.

The theory of optimal control shows that a sufficient condition in order for a control to be bias optimal is to solve the Hamilton-Jacobi-Bellman (HJB) equation, [24]:

$$EC^*_k(W) = \min \left( C_k(m_k, 1) + f^1_k(m_k) \partial J_k(m_k, W) / \partial m_k, \right. \quad \left. C_k(m_k, 0) - W + f^0_k(m_k) \partial J_k(m_k, W) / \partial m_k \right). \quad (14)$$

Then, for a given state $m_k$, an optimal action in that state is given by a minimizer of the right-hand-side in (14).

The main advantage of our approach is that (14) can be solved in general, see Proposition 3, while solving (7) (or equivalently (9)) requires to establish that an optimal policy for the relaxed problem is of threshold structure.

**Remark 3** An alternative route to obtain (13) is to consider the total discounted cost criterion

$$C^\phi(\beta) := \sum_{k=1}^K \mathbb{E} \left( \int_0^\infty e^{-\beta t} C_k(N_k^\phi(t), S_k^\phi(\tilde{N}(\phi(t))) \right) dt,$$

with $\beta > 0$ a discount factor, and to consider its fluid version. We then get a deterministic control problem under the total discounted cost criterion which is difficult to solve in general. As in Section 3, we relax the service constraint and allow that the total discounted number of bandits active is $M/(1 - \beta)$ or lower. For a single bandit, the objective of the relaxed fluid problem with discounted cost is then to find a control $u$ that minimizes

$$J^u_k(m_k(0), W) := \int_0^\infty e^{-\beta t} \left( (C_k(m_k(t), s_k^u(t)) - W(1 - s_k^u(t))) \right) dt.$$

The HJB equation in this case is given by

$$\beta J^\beta_k(m_k, W) = \min_u (C_k(m_k, 1) + f^1_k(m_k) \partial J^\beta_k(m_k, W) / \partial m_k, \quad C_k(m_k, 0) - W + f^0_k(m_k) \partial J^\beta_k(m_k, W) / \partial m_k), \quad (15)$$

see [24, Chapter 10], where $J^\beta_k(m_k, W) = \min_u J^{u,\beta}_k(m_k, W)$. We now note that as $\beta \to 1$, $\beta J^\beta_k(m_k, W) \to EC^*_k(W)$, see [24, Corollary 8.2.5], and we thus obtain that (15) converges to (14).

**Remark 4** As highlighted in Remark 2 the assumption on $\sum_{m=0}^n \pi^u_k(m)$ being strictly increasing (required for indexability of Whittle’s index) excludes certain models. In the fluid context some of the models are excluded from our analysis due to the assumption that $s_k(m_k)$ is strictly monotone in $m_k$. Let us consider an $M/M/1$ queue with controlled arrivals, where arrivals are exponentially distributed with rate $\lambda_k a$, $a = 0, 1$ and departures follow a Poisson process with rate $\lambda_k < \mu_k$. 

Then \((1 - \bar{s}_k)f_k^0(m_k) + \bar{s}_k f_k^1(m_k) = -\bar{\lambda}_k + \bar{s}_k \mu_k\). The latter equals 0 when \(\bar{s}_k = \bar{\lambda}_k / \mu_k\). Hence, when \(\bar{s}_k = \bar{\lambda}_k / \mu_k\), any \(m_k\) is an equilibrium point. The latter implies that the fraction of time the system is passive is the same no matter the equilibrium considered. Hence, the subsidy for passivity does not discriminate between states. In Section 6 we use this setting to model a make-to-stock problem, and we overcome the issue raised above by considering stocked items to be perishable.

### 4.2 Optimal fluid control and fluid index

In this section we derive an optimal solution for the relaxed fluid problem (13) for a given bandit. This solution is described by a fluid index function, which allows a simple closed-form expression. Based on the fluid index we define in Section 4.3 a heuristic for the original stochastic model, which we will show in Section 6 to perform nearly optimal.

In order to define the fluid index, we need the following notation: we denote by \(m_k^i\) the value of \(m_k\) such that \(f_k^i(m_k) = 0\), \(i = 0, 1\). We adopt the convention that \(m_k^0 = \infty\) in case \(f_k^0(m_k) > 0\) for all \(m_k \geq 0\), and that \(m_k^1 = 0\) in case \(f_k^1(m_k) < 0\) for all \(m_k \geq 0\), that is, \(m_k^i \in [0, \infty)\). The structure of the fluid index will depend on how \(m_k^i\) and \(m_k^0\) are ordered. In Figure 3 we show the drifts in case \(m_k^1 < m_k^0\). The shape of the fluid index depends on whether the state \(m_k\) is such that \(m_k < m_k^1\), \(m_k \in [m_k^1, m_k^0]\), or \(m_k > m_k^0\). In the first case, both drifts \(f_k^0(m_k)\) and \(f_k^1(m_k)\) are positive, in the second case the drifts are bidirectional, while in the third case the drifts are both negative.

We have assumed throughout the paper that \(f_k^0(\cdot)\) is non-increasing for \(a = 0, 1\) and \(\bar{s}_k(\bar{m}_k)\) strictly monotone in \(\bar{m}_k\). In order to define the fluid index policy, we will provide a definition and we will make the following additional assumptions on the drifts.

**Definition 4** If \(m_k^0 > m_k^1\), we define \(\bar{a} := 1\) and if \(m_k^1 \geq m_k^0\) we define \(\bar{a} := 0\).

**Assumption 1** We assume that:

- \(f_k^a(m_k)\) is differentiable on \([m_k^a, m_k^{1-a}]\) for \(a = 0, 1\).
- \(f_k^0(m_k)\) is convex on \(m_k\) for \(a = 0, 1\).
- \(f_k^a(m_k) - f_k^0(\bar{m}_k) \geq (\leq) f_k^{1-a}(m_k) - f_k^{1-a}(\bar{m}_k)\), for all \(m_k \leq (\geq) \bar{m}_k\), with \(\bar{m}_k \in [m_k^0, m_k^{1-a}]\).
- \(1 - \bar{a} + (2\bar{a} - 1)\bar{s}_k(\bar{m}_k)\) is convex in \(\bar{m}_k \in [m_k^a, m_k^{1-a}]\).

The hypotheses in Assumption 1 are easily verified for particular problems. This is done in the three examples considered in Section 6.

In the following proposition we give the expression for the fluid index and state an optimal solution of the fluid problem (13).

**Proposition 3** Let Assumption 1 hold. Assume \(C_k(m_k, a), a = 0, 1\), is differentiable for \(m_k \in [m_k^a, m_k^{1-a}]\), convex and non-decreasing for all \(m_k\) and \(a = 0, 1\).

We assume \(C_k(m_k, \bar{a}) - C_k(\bar{m}_k, \bar{a}) \leq C_k(m_k, 1 - \bar{a}) - C_k(\bar{m}_k, 1 - \bar{a})\). We define

\[
\begin{align*}
w_k^{(a)}(m_k) &:= \left(f_k^1(m_k) - f_k^0(m_k)\right)C_k(m_k, a) - C_k(m_k^a, a) \quad f_k^0(m_k), \\
w_k^{(2)}(m_k) &:= \frac{(f_k^1(m_k) - f_k^0(m_k))(f_k^0(m_k)dC_k(m_k, 1) - f_k^1(m_k)dC_k(m_k, 0))}{f_k^0(m_k)dC_k(m_k) - f_k^1(m_k)dC_k(m_k)},
\end{align*}
\]

where \(C_k(\cdot, \cdot)\) is such that \(\bar{m}_k \geq \lambda_k < \mu_k\). Hence, any \(m_k\) is an equilibrium point. The latter implies that the fraction of time the system is passive is the same no matter the equilibrium considered. Hence, the subsidy for passivity does not discriminate between states. In Section 6 we use this setting to model a make-to-stock problem, and we overcome the issue raised above by considering stocked items to be perishable.
and assume \((2\bar{a} - 1)w_k^{(i)}(m_k), i = 0, 1, 2,\) is non-decreasing for all \(m_k.\) Then an optimal solution of (13) is \(s_k(t) = 1\) if \(W \leq w_k(m_k)\) and \(s_k(t) = 0\) if \(W > w_k(m_k),\) where \(w_k(m_k)\) is a continuous function defined as follows

\[
w_k(m_k) := C_k(m_k, 0) - C_k(m_k, 1) + \begin{cases} w_k^{(a)}(m_k) & \text{if } m_k < m_k^a, \\ w_k^{(b)}(m_k) & \text{if } m_k \in [m_k^a, m_k^{1-a}], \\ w_k^{(1-a)}(m_k) & \text{if } m_k > m_k^{1-a}. \\
\end{cases}
\]

We will refer to the function \(w_k(\cdot)\) as the fluid index.

The fluid index enables for the following interpretation. The function \(EC_k(s_k, W)\) is convex in \(s_k\) and \(\partial EC_k(s_k, W)/\partial s_k = 0\) if and only if \(W = C_k(m_k, 0) - C_k(m_k, 1) + w_k^{(b)}(m_k).\) That is, when \(m_k \in [m_k^a, m_k^{1-a}],\) the fluid index is the value of \(W\) that minimizes the cost at equilibrium \(m_k.\) These calculations can be found in the proof of Proposition 3.

We observe from Proposition 3 that monotonicity of \(w_k(m_k)\) in \(m_k\) implies that threshold policies are optimal for problem (13): in the case \(m_k^0 < m_k \leq m_k^1 (m_k > m_k^0),\) non-decreasingness (non-increasingness) of \(w_k(\cdot)\) implies that a threshold policy of structure 0-1 (1-0) is optimal, that is, it is optimal to be passive if and only if \(m_k \leq m_k^1(W) (m_k \geq m_k^1(W)),\) with \(m_k^1(W)\) such that \(w_k(m_k^1(W)) = W.\) This as opposed to the stochastic model, where optimality of threshold policies needs to be verified independently and might be difficult to derive.

Monotonicity of \(w_k(m_k)\) is a simple property to verify. This represents an advantage with respect to the stochastic model, since in general optimality of threshold policies for birth-and-death stochastic bandits and indexability are difficult to establish. In Section 6 we will show the monotonicity of the fluid index to be satisfied for three examples. The next lemma states sufficient conditions for \(w_k(\cdot)\) to be monotone.

**Lemma 1** Assume \(C_k(m_k, 1) = C_k(m_k, 0)\) and \(\frac{df_k^1(m_k)}{dm_k} = \frac{df_k^0(m_k)}{dm_k}.\) Let \(C_k(m_k, 1)\) be non-decreasing in \(m_k\) and let \(C_k(m_k, 1)\) and \(f_k^1(m_k)\) be polynomials of degree \(P > 0\) and \(\alpha > 0\) \((P > \alpha),\) respectively. Then the function \((2\bar{a} - 1)w_k(m_k)\) is non-decreasing if \(f_k^a(m_k) - f_k^{1-a}(m_k) < 0.\)

**Proof 1** The proof follows after substituting \(C_k(m_k, 1) = C_k(m_k, 0)\) and \(\frac{df_k^1(m_k)}{dm_k} = \frac{df_k^0(m_k)}{dm_k}\) in the expressions of Proposition 3, and using that \(f_k^a(\cdot)\) is non-increasing.

In Section 3 we defined the indexability property that allowed us to use the index values as a heuristics for the original problem. For the fluid model we use the same definition, that is, the fluid bandit is indexable if the collection of states in which the optimal action is passive increases as \(W\) increases. This property follows for the fluid model directly from the fact that \(D_k(W) = \{m_k : W > w_k(m_k)\},\) see Definition 1. This as opposed to the stochastic model, for which indexability needs to be verified independently.
The generality of our approach is illustrated by the fact that when applied to classical problems, it retrieves well-known index policies. For instance, for a multi-class queue with user impatience and linear holding cost, our fluid index reduces to the $c\mu/\theta$-rule (introduced and asymptotic fluid optimality established in [20]). The $c\mu$-rule can also be retrieved from the latter by multiplying the fluid index and the abandonment rate $\theta$, and letting $\theta \to 0$, [25].

### 4.3 Fluid index policy

The property of indexability allows us to define a heuristic for (3) based on the fluid index $w_k(\cdot)$ as obtained for the fluid version of the relaxed problem.

**Definition 5 (Fluid index policy)** Assume at time $t$ we are in state $\vec{N}(t) = \vec{n}$. The fluid index policy prescribes to serve the $M$ bandits having currently the highest non-negative fluid index $w_k(n_k)$.

In Section 6 we will present numerical simulations that show that the performance of our fluid index policy is in fact nearly optimal. In addition, we numerically compare the fluid index with Whittle’s index for the stochastic model.

### 5 Equivalence of stochastic index and fluid index in light-traffic regime

In this section we consider the Whittle index as given in Proposition 2 and the fluid index proposed in Proposition 3 and prove that they become equivalent in a light-traffic regime. Recall that the birth transition rates are given by $b^a_k(m_k) = \lambda_k a$ for $a = 0, 1$. We will assume throughout this section that $b^a_k(m_k) = \lambda_k a$ for all $m_k$, in problems where 0-1 type of threshold policies are optimal, and $b^a_k(m_k) = \lambda_k a$ for all $m_k$, in problems where 1-0 type of threshold policies are optimal. Here $\sum_{k=1}^K \gamma_k = 1$, and $\lambda$ represents the intensity of the input to the system.

We first compute the Whittle index in light traffic in Proposition 4. The proof can be found in Appendix 7.

**Proposition 4** Let $W_k(\cdot)$ be as given in (10). Then $W_k(n_k) = W_k^{LT}(n_k) + o(1)$ as $\lambda \downarrow 0$, where

$$W_k^{LT}(n_k) := C_k(n_k, 0) - C_k(n_k, 1) + (d^1_k(n_k) - d^0_k(n_k)) \frac{C_k(n_k, 0) - C_k(0, a)}{d^0_k(n_k)},$$

and $\bar{a} = 0$ if the threshold that solves (8) is of 0-1 type and $\bar{a} = 1$ if the threshold that solves (8) is of 1-0 type.

Throughout this section we assume $d^k_a(m_k) > 0$ for all $m_k > 0$ and $a = 0, 1$, which implies $m_k^0 \downarrow 0$ and $m_k^1 \downarrow 0$ as $\lambda \downarrow 0$. Hence, the fluid index in the light-traffic regime is given by $w_k(m_k) = C_k(m_k, 0) - C_k(m_k, 1) + w_k(\bar{a})(m_k)$. In the next proposition we establish the equivalence of the Whittle index and the fluid index in the light-traffic regime. The proof can be found in Appendix 7.

**Proposition 5** Assume $d^k_a(m_k) > 0$ for all $m_k > 0$ and $a = 0, 1$. Let $W_k(\cdot)$ be given as in (10). Assume an optimal solution for (13) to be the threshold policy $n_k$. Then

$$\lim_{\lambda \downarrow 0} W_k(m_k) = \lim_{\lambda \downarrow 0} w_k(m_k),$$

for all integer $m_k$. 
6 Case studies

In this section we evaluate both the stochastic and fluid index policies for three examples of birth-and-death bandits. The main advantage of the index policies is that they are easily implementable and are applicable to many different resource allocation problems. The objective is to show how these policies apply to the following three decision making problems: (i) opportunistic scheduling in a wireless downlink channel, (ii) optimal blocking/routing in a power-aware server farm, and (iii) production of perishable items in a make-to-stock queue. Example (i) belongs to the class of problems depicted in Figure 1 and Examples (ii) and (iii) belongs to the class of problems depicted in Figure 2. In all cases, we compare the performance of Whittle’s index policy (10) and the fluid index policy, as given in Proposition 3, against the optimal policy, which is computed using the Value Iteration approach, see [24]. Our overall conclusion is that the performance of the Whittle and the fluid index policies is nearly optimal.

6.1 Opportunistic scheduling in a wireless downlink

In this section we consider a wireless downlink channel shared by $K$ classes of users. Class-$k$ users arrive according to a Poisson process of rate $\lambda_k$ and their service requirement is exponentially distributed with mean $1/\mu_k$. At any moment in time, the base station can send data to at most one of the users present in the system. We assume the channel quality of a class-$k$ user to be independent of the other users and that it can be modeled with a uniform random variable $G_k$ on $[0, \gamma_k]$. As a consequence of opportunistic scheduling, the capacity when serving class $k$ is the maximum of $N_k$ i.i.d. random variables $G_{k,1}, \ldots, G_{k,N_k}$, distributed as $G_k$, see [23]. Hence, the expected capacity is given by $E(\max(G_{k,1}, \ldots, G_{k,N_k})) = \gamma_k N_k(t)/(N_k(t)+1)$. We therefore take as departure rate $\mu_k(N_k) = \mu_k N_k/(N_k + 1)$, where $\mu_k := \bar{\mu}_k \gamma_k$. This Markov decision process is characterized by the following transition rates:

\[ b_k^a(n_k) = \lambda_k, \text{ and } d_k^a(n_k) = \mu_k \frac{n_k}{n_k + 1} a, \quad (16) \]

where $a = 1$ ($a = 0$) stands for serving (not serving) class $k$, see Figure 1. To make sure that a stationary policy exists that makes the system stable we assume $\rho := \sum_{k=1}^K \lambda_k / \mu_k < 1$.

The objective is to minimize the average holding cost, where $C_k(N_k,a)$ is the holding cost when having $N_k$ class-$k$ users in the system. Note that $C_k(N_k,a) = C_k(N_k)$ represents holding costs for users in the system, while $C_k(N_k,a) = C_k((N_k-a)^+)$ represents holding costs for users in the queue.

In this setting an optimal policy of the relaxed optimization problem (7) is of threshold type with 0-1 structure. The latter follows directly from Proposition 1.

The steady-state probabilities (obtained using the standard formula for a birth-and-death process) of class $k$ under threshold policy $n_k$ are given by

\[ \pi_k^{n_k}(m_k) = 0, \forall m_k \leq n_k - 1, \]
\[ \pi_k^{n_k}(m_k) = \left( \frac{\lambda_k}{\mu_k} \right)^{m_k-n_k} \frac{m_k + 1}{n_k + 1} \pi_k^{n_k}(n_k), \forall m_k \geq n_k + 1, \]
\[ \pi_k^{n_k}(n_k) = \frac{1}{\left( 1 + \frac{1}{n_k + 1} \sum_{i=1}^{\infty} \left( \frac{\lambda_k}{\mu_k} \right)^i (n_k + 1 + i) \right)}. \]

We now check that the function $\sum_{i=0}^n \pi_k^n(i)$ is strictly increasing in $n$, that is, $\pi_k^n(n) \leq \pi_k^{n+1}(n + 1)$. To do so observe that after some algebra $\pi_k^n(n) \leq \pi_k^{n+1}(n + 1)$ simplifies to...
\( \frac{1}{n+2} \sum_{i=1}^{\infty} \left( \frac{A}{n} \right)^i \geq 0 \), which is satisfied for all \( n \). From Proposition 2 we have now that the problem is indexable and that Whittle’s index is given by (10) in case (10) is non-decreasing. Equation (10) can be numerically computed and verified to be non-decreasing. However, it does not help to provide insights into the properties of Whittle’s index policy. This is the main motivation to derive the fluid index, which has a tractable closed-form expression.

The fluid dynamics are given by \( \frac{dm_k(t)}{dt} = \lambda_k - \mu_k \frac{m_k}{m_k + 1} s_k(t) \), where \( s_k(t) \in \{0, 1\} \) \( s_k(t) = 1 \) if station \( k \) is activated. Hence, \( m_k^0 = \infty \) and \( m_k^1 = \lambda_k / (\mu_k - \lambda_k) \), that is, the equilibrium points satisfy \( m_k \in [m_k^1, \infty) \). From Proposition 3 we can now derive the fluid index, which describes the policy that minimizes the bias-optimal criteria as given in (13).

We now present the two main results of this section. In Proposition (6) we derive the fluid index and in Proposition 6 we characterize the optimal solution for problem (13) with transition rates (16).

**Proposition 6** Assume \( C_k(m_k, a) \) is differentiable, convex and non-decreasing in \( m_k \). In addition, assume \( C_k(m_k, 0) - C_k(m_k, 1) \) to be convex non-decreasing in \( m_k \). Then, the fluid index is non-decreasing and given by:

\[
\begin{align*}
    w_k(m_k) &= C_k(m_k, 0) - C_k(m_k, 1) + \\
    &\quad \begin{cases} 
    w_k^{(1)}(m_k) & \text{if } m_k < \lambda_k / (\mu_k - \lambda_k), \\
    w_k^{(2)}(m_k) & \text{if } \lambda_k / (\mu_k - \lambda_k) \leq m_k,
    \end{cases}
\end{align*}
\]

where

\[
\begin{align*}
    w_k^{(1)}(m_k) &= \mu_k m_k \frac{C_k((\lambda_k / (\mu_k - \lambda_k), 1) - C_k(m_k, 1)}{\lambda_k - (\mu_k - \lambda_k) m_k} \\
    w_k^{(2)}(m_k) &= m_k(m_k + 1) \left( \frac{dC_k(m_k, 1)}{dm_k} - \frac{dC_k(m_k, 0)}{dm_k} \right) + \frac{m_k^2 \mu_k}{\lambda_k} \frac{dC_k(m_k, 0)}{dm_k}.
\end{align*}
\]

**Proof 2** Equation (17) being non-decreasing follows from observing that for any convex non-decreasing function \( C_k(m_k, 1) \), for \( m_k \leq m_k' \), the function \( \frac{C_k(m_k', 1) - C_k(m_k, 1)}{m_k' - m_k} \), is non-decreasing in \( m_k \) and from the fact that \( C_k(m_k, 0) - C_k(m_k, 1) \) is convex and non-decreasing implies that \( \frac{dC_k(m_k, 0)}{dm_k} - \frac{dC_k(m_k, 1)}{dm_k} \geq 0 \) and is non-decreasing. Equation (17) now follows from Proposition 3 together with Proposition 7.

In the following proposition we present a bias-optimal solution for the fluid problem (13).

**Proposition 7** Assume \( C_k(m_k, a) \) is differentiable, convex and non-decreasing in \( m_k \). In addition, assume \( C_k(m_k, 0) - C_k(m_k, 1) \) to be convex non-decreasing in \( m_k \). An optimal solution for problem (13) with transition rates (16) is: \( s_k(t) = 1 \) if \( W \leq w_k(m_k) \) and \( s_k(t) = 0 \) if \( W > w_k(m_k) \), where \( w_k(m_k) \) is as defined in Proposition 6.

**Proof 3** The proof follows by verifying Assumption 1. We have \( f_k^a(m_k) = \lambda_k - \mu_k m_k / (m_k + 1) \), for \( a \in \{0, 1\} \). Differentiability of \( f_k^a(m_k) \) follows directly, also monotonicity of \( s_k(m_k) \) for \( m_k \) in \([m_k^0, m_k^1] \) and convexity of \( f_k^a(m_k) \). The function \( f_k^a(m_k) \) satisfies

\[
\frac{d^2 f_k^a(m_k)}{dm_k^2} = \mu_k \frac{2}{(m_k + 1)^3} \geq 0,
\]

for all \( m_k \geq 0 \), and it is hence convex in \( m_k \).

We have, \( s_k(m_k) = \lambda_k (m_k + 1) / \mu_k m_k \), hence

\[
\frac{d^2}{dm_k^2} (s_k(m_k)) = -\frac{\lambda_k}{\mu_k m_k^2} \geq 0,
\]
that is, $s_k(\bar{m}_k)$ is convex for $\bar{m}_k \in [m_k^1, m_k^0]$.

The inequality $f_k^1(m_k) - f_k^1(\bar{m}_k) \geq (\leq) f_k^0(m_k) - f_k^0(\bar{m}_k)$ for all $m_k \leq (\geq) \bar{m}_k$ and $\bar{m}_k \in [m_k^1, m_k^0]$, simplifies to $\mu_k(\bar{m}_k^{m_k+1} - \bar{m}_k^{m_k+1}) \geq (\leq) 0$ for all $m_k \leq (\geq) \bar{m}_k$ and $\bar{m}_k \in [m_k^1, m_k^0]$, which is satisfied due to $\frac{m_k^{m_k+1}}{m_k^{m_k+1}}$ being a non-decreasing function in $m_k$.

Then from Propositions 3 and 6, an optimal solution for problem (13) is $s_k(t) = 1$ if $W \leq w_k(m_k)$ and $s_k(t) = 0$ if $W > w_k(m_k)$.

The fluid index being non-decreasing implies that the fluid index policy as defined in Section 4.3 will give more importance to a class to be served as its queue length grows.

Having a closed-form expression for the fluid index as given in (17) gives us insights on the behavior of the system with respect to the parameters involved. For the sake of clarity assume linear cost of type $C_k(m, 0) = C_k(m, 1) = c_k m$, and $\lambda_k = \lambda \delta_k$. Then $w_k(m_k) = c_k m_k^2/(1 - \rho_k)$ for $m_k < \lambda_k/(\mu_k - \lambda_k)$, and $w_k(m_k) = c_k m_k^2/\rho_k$ otherwise. Hence, as $\lambda \downarrow 0$, in states very close to the origin priority is given according to $c_k m_k^2/(1 - \rho_k)$ and otherwise according to $c_k \mu_k m_k^2/\delta_k$.

In the example below we will numerically evaluate the performance of the two index policies against the optimal policy.

**Example 1.** Let us assume two classes of users with $\mu_1 = 16, \mu_2 = 27$, and $\lambda_1/\mu_1 = \rho/2$, $\lambda_2/\mu_2 = \rho/2$. We further assume that the cost function is given by $C_k(n, a) = c_k(n-a)^2 + b_k(n-a)$ for $k \in \{1, 2\}$, with $b_1 = 0.1, b_2 = 1, c_1 = 2$ and $c_2 = 1.5$, that is, quadratic holding cost for the number of users waiting to be served. We compute the relative error of the Whittle index policy as well as the relative error of the fluid index policy with respect to the optimal policy, see Table 1. We observe that both index policies perform nearly optimal across all loads.

In Figure 4 we depict the actions taken under the optimal policy, Whittle’s index policy, and the fluid index policy, for $\rho = 0.5$. The three policies are characterized by the three switching curves as depicted in the figure. Below the curve class 1 is served and above the curve class 2 is served. We observe that the two switching curves corresponding to the fluid index policy and the Whittle index policy coincide in almost the entire state space, and capture the qualitative structure of the optimal policy.

### 5.2 Routing/blocking in a power-aware server-farm

We consider a server farm with $K$ heterogeneous service stations each having one server, see Figure 2. Users arrive to the system following a Poisson process of rate $\lambda$. An arriving user is either routed to one of the stations or is blocked. The service capacity of the power-aware servers follows a speed-scaling rule [19] in order to balance between power consumption and server capacity. We assume that when in state $N_k$, the service capacity is $c(N_k) := N_k^\alpha$, with $0 < \alpha < 1$. The service requirement of a user in station $k$ is exponentially distributed with mean $1/\mu_k$. Hence, the departure rate is $\mu_k(N_k) = \mu_k N_k^\alpha$.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whittle index policy</td>
<td>0.20289</td>
<td>1.16215</td>
<td>2.54794</td>
<td>3.54934</td>
</tr>
<tr>
<td>Fluid index policy</td>
<td>0.20289</td>
<td>1.16215</td>
<td>2.55440</td>
<td>3.54936</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>Whittle index policy</td>
<td>3.52057</td>
<td>2.54793</td>
<td>1.56715</td>
<td>0.66077</td>
</tr>
<tr>
<td>Fluid index policy</td>
<td>3.52098</td>
<td>2.55439</td>
<td>1.60799</td>
<td>0.75140</td>
</tr>
</tbody>
</table>
Each time a user is blocked for service a penalty $D$ is paid, hence, implying blocking cost to occur at rate $\lambda D$. A common model for the power consumption is $c(N_k)^{1/\alpha}$, hence, we have that the power consumed in state $N_k$ is equal to $N_k$. We therefore take as cost $C_k(N_k,a) = C_k(N_k) + \beta_k N_k + D\lambda(1-a)$, where $C_k(N_k)$ represents the holding cost of having users in server $k$ and $\beta_k \geq 0$ controls the relative cost of power consumption. We assume $C_k(N_k)$ to be convex.

The aim is to find the optimal blocking/routing policy in order to minimize the sum of the average holding cost, power consumption and penalty for blocking users. An optimal load balancing policy must strike the right balance between dispatching a user to a server with a large queue length (which implies a large increase in holding cost, due to convexity, but a high service rate), dispatching to a server with a small queue length (which implies a small increase in holding cost but a small service rate), and blocking a user (which implies a blocking cost, however no additional holding cost is incurred). This is a very complex optimization problem. We will see that the two index policies as described in this paper are able to perform close to optimal.

The Markov chain has the following transitions:

$$b_k^a(m_k) = \lambda a, \quad d_k^a(m_k) = \mu_k m_k^\alpha,$$

where $a = 0$ ($a = 1$) stands for blocking (accepting) a user in server $k$. We note that, due to the speed-scaling rule, the system is always stable. We first determine the fluid index policy for this model. The fluid dynamics is given by

$$\frac{dm_k(t)}{dt} = \lambda s_k(t) - \mu_k m_k^\alpha,$$

with $s_k(t) \in \{0,1\}$. We have $m_k^0 = 0$, and $m_k^1 = (\lambda/\mu_k)^{1/\alpha}$, that is, the equilibrium points are in the interval $\bar{m}_k \in [0,m_k^1]$.

Next we present the two main results of this section. In Proposition 8 we derive the fluid index and in Proposition 9 we characterize the optimal solution for problem (13) for transition rates (18). The proof for Proposition 8 follows from Proposition 3 and Lemma 1.

**Proposition 8** Assume $C_k(m_k)$ to be a polynomial of degree $P$ with $P > \alpha$. Then, the fluid index is non-increasing and given by:

$$w_k(m_k) = D\lambda + \begin{cases} w_k^{(2)}(m_k) \quad & \text{if } 0 \leq m_k \leq (\lambda/\mu_k)^{\alpha^{-1}}, \\ w_k^{(1)}(m_k) \quad & \text{if } (\lambda/\mu_k)^{\alpha^{-1}} < m_k, \end{cases}$$
where

\[ w_k^{(2)}(m_k) = -\frac{\lambda \alpha^{-1} m_k d\bar{C}_k(m_k)}{\mu_k m_k^\alpha} \]

\[ w_k^{(1)}(m_k) = -\frac{\lambda (\bar{C}_k((\lambda/\mu_k)^{\alpha^{-1}}) - \bar{C}_k(m_k))}{\lambda - \mu_k \min(T, m_k^\alpha)} \]

with \( \bar{C}_k(m_k) = C_k(m_k) + \beta_k m_k \).

In the following proposition we present an optimal solution for problem (13).

**Proposition 9** Assume \( C_k(m_k) \) to be a polynomial of degree \( P \) with \( P > \alpha \). An optimal solution for problem (13) with transition rates (18) is: \( s_k(t) = 1 \) if \( W \leq w_k(m_k) \) and \( s_k(t) = 0 \) if \( W > w_k(m_k) \), where \( w_k(m_k) \) is as given in Proposition 8.

**Proof 4** The proof follows by verifying Assumption 1. We have \( f_k^a(m_k) = \lambda a - \mu_k m_k^\alpha \), for \( a \in \{0, 1\} \) and \( \alpha < 1 \). Differentiability of \( f_k^a(m_k) \) follows directly as well as monotonicity of \( \bar{s}_k(m_k) \) in \([m_k^0, m_k^1]\). The function \( f_k^a(m_k) \) satisfies

\[ \frac{d^2 f_k^a(m_k)}{dm_k^2} = -\alpha (a-1) \mu_k m_k^{\alpha-2} \geq 0, \]

for all \( m_k \geq 0 \), due to the assumption \( \alpha < 1 \). Hence, \( f_k^a(m_k) \) is convex in \( m_k \) for \( a = 0, 1 \).

We have \( 1 - \bar{s}_k(m_k) = 1 - \mu_k m_k^\alpha / \lambda \), hence

\[ \frac{d^2}{dm_k^2} (1 - \bar{s}_k(m_k)) = -\frac{\mu_k \alpha (a-1) m_k^{\alpha-2}}{\lambda} \geq 0, \]

for all \( m_k \in [m_k^0, m_k^1] \), since \( \alpha < 1 \). Hence, \( 1 - \bar{s}_k(m_k) \) is convex in \( m_k \).

The inequality \( f_k^1(m_k) - f_k^0(m_k) \leq (\geq) f_k^0(m_k) - f_k^1(m_k) \) simplifies to \( \mu_k (m_k^0 - m_k^1) \leq (\geq) \mu_k (m_k^1 - m_k^0) \), which is satisfied for all \( m_k \) and \( \bar{m}_k \).

Then from Proposition 3 and 8, an optimal solution for problem (13) is \( s_k(t) = 1 \) if \( W \leq w_k(m_k) \) and \( s_k(t) = 0 \) if \( W > w_k(m_k) \).

The fluid index being non-increasing implies that the fluid index policy will prefer to route to servers having a relatively small queue length. Since the fluid index policy only routes to servers with a positive fluid index, there is an \( N_k \) such that when \( N_k \geq N_k \), no users will be routed to this server \( k \).

As in the previous section we use Proposition 8 to obtain interesting insights for particular cases. For the sake of clarity assume linear cost of type \( C_k(m) = c_k m \). Then, as \( \lambda \uparrow \infty \), \( w_k(m_k) \) will be given by \( D \lambda + w_k^{(2)}(m_k) \), and \( w_k^{(2)}(m_k) = -\lambda c_k \) \( m_k^{1-\alpha} \), hence priority will be given according to \( c_k m_k^{1-\alpha} \).

For the model under study 1-0 type of threshold policies are an optimal solution of the relaxed optimization problem (7). The proof follows from Proposition 1.

The steady-state probabilities (obtained using the standard formula for a birth-and-death process) of class \( k \) under threshold policy \( n_k \) are given by

\[ \pi_k^{n_k}(m_k) = 0, \forall m_k \geq n_k + 2, \]

\[ \pi_k^{n_k}(m_k) = \frac{\lambda m_k}{\mu_k} \prod_{i=1}^{m_k} i^{-\alpha} \pi_k^{n_k}(0), \forall m_k \leq n_k + 1, \]

\[ \pi_k^{n_k}(0) = \left( \sum_{m_k=0}^{n_k+1} \frac{\lambda m_k}{\mu_k} \prod_{i=1}^{m_k} i^{-\alpha} \right)^{-1}. \]
We now check that the function $\sum_{i=0}^{n} \pi^k(i)$ is strictly increasing in $n$, or equivalently, $\pi^k(n+1)$ is strictly decreasing in $n$. We then want to prove $\pi^k(n+1) \leq \pi^k(n)$ which after some algebra simplifies to

$$\pi^{n-1}(0) \geq \frac{\lambda}{\mu(n+1)^\alpha} \pi^n(0)$$

$$\Leftrightarrow \sum_{m_k=0}^{n+1} \mu_k^{m_k} \frac{\lambda^{m_k}}{\mu(n+1)^\alpha} \geq \frac{\lambda}{\mu(n+1)^\alpha} \sum_{m_k=0}^{n} \mu_k^{m_k} \frac{\lambda^{m_k}}{\mu(n+1)^\alpha}$$

$$\Leftrightarrow \sum_{m_k=1}^{n} \mu_k^{m_k} \frac{\lambda^{m_k}}{\mu(n+1)^\alpha} \left( \frac{1}{m_k^\alpha} - \frac{1}{(n+1)^\alpha} \right) + 1 \geq 0,$$

the last inequality is satisfied due to $1/m_k^\alpha - 1/(n+1)^\alpha \geq 0$ for all $m_k \in \{1, \ldots, n\}$. From Proposition 2 we have now that the problem is indexable and that Whittle’s index is given by (10) in case (10) is non-decreasing. Equation (10) can be numerically computed and verified to be non-decreasing. Note that the optimal structure of the fluid version of the relaxed optimization problem is also of 1-0 structure (since the fluid index is non-increasing).

We now present an example to evaluate the performance of both index policies. **Example 2.** In this example we assume 2 classes of users which arrive at rate $\lambda = 18$. We set the speed scaling parameter at $\alpha = 1/2$. The cost function is such that $C_k(m_k, a) = C_k(m_k) + \beta_k m_k + D \lambda a$, and we assume $C_k(m_k) = c_k m_k^2$ where $c_1 = c_2 = 2$, and $\beta_1 = 3, \beta_2 = 5$. We further assume that the cost for blocking users is $D = 25$. The service rates $\mu_1, \mu_2$ are such that $\mu_1 = \mu_2 = 2\lambda/\rho$. We set $M = 1$, that is, a customer can be routed to at most one server. We observe in Table 2 that the performance for the Whittle index policy as well as for the fluid index policy for various values of $\rho$ is nearly optimal. Moreover, in Figure 5 we illustrate the optimal strategy together with the Whittle index policy for $\rho = 2.5$. The fluid index policy coincides with the strategy given by Whittle’s index policy and captures the qualitative structure of the optimal policy.

### 6.3 Production of perishable items in a make-to-stock queue

We consider a single production machine which produces $K$ different classes of items. Demands for a class-$k$ item arrive to the system following a Poisson process of rate $\lambda_k$. The machine can only produce one item at a time, and the production time is exponentially distributed with
mean $1/\mu_k$. The items, once produced, are stocked until either a user requests the item or the item perishes. We assume that perishing is exponentially distributed with mean $1/\theta_k$. The machine chooses whether to produce an item or whether to idle. In case the machine chooses to produce an item, a decision on which class-$k$ item to produce has to be made. This problem belongs to the class of problems depicted in Figure 2. This model, without the possibility of items to perish, was considered in [26]. We denote by $N_k(t)$ the number of class-$k$ items stocked in the inventory. The Markov decision problem is characterized by the following transition rates:

$$b^k_0(m_k) = \mu_k a$$  
and $$d^k_0(m_k) = \lambda_k + \theta_km_k,$$  
(19)

where $a = 1(a = 0)$ stands for producing (not producing) the items of that class. We note that, due to the abandonments, the system is always stable. If a demand for a class-$k$ item arrived when $N_k = 0$, i.e., no class-$k$ items are left in the stock, then the sale is lost. The latter incurs a per lost cost $D_k > 0$. Every time a class-$k$ item perishes a per item cost, $\delta_k$, is paid. The system incurs a cost $c_k(N_k, a)$ per unit of time $N_k$ class-$k$ items are stocked, $a = 0, 1$. Hence, the cost per unit of time incurred for class $k$ is

$$\tilde{C}_k(N_k, a) = c_k(N_k, a) + \delta_k \theta_k N_k + \lambda_k D_k I_{\{N_k = 0\}}.$$  

The objective of the stochastic model is to minimize the average cost, i.e., $\limsup_{T \to \infty} \frac{1}{T} \int_0^T \tilde{C}_k(N_k(t), S_k(t))dt$, which is equivalent to

$$\limsup_{T \to \infty} \frac{1}{T} \int_0^T (\tilde{C}_k(N_k(t), S_k(t)) + \lambda_k D_k \pi^0_k(0))dt,$$

with $\tilde{C}_k(m, a) = c_k(m, a) + \delta_k \theta_k m$.

In this setting an optimal policy of the relaxed optimization problem (7) is of threshold type with 1-0 structure. The proof follows from Proposition 1.

The steady-state-probabilities $\pi^n_k(m_k)$ under threshold $n_k$ are given as follows,

$$\pi^n_k(m_k) = \prod_{i=1}^{m_k} \frac{\mu_k}{\lambda_k + \theta_i} \pi^n_k(0), \text{ for all } m_k \leq n_k + 1,$$

$$\pi^n_k(m_k) = 0, \text{ for all } m_k \geq n_k + 2,$$

where $\pi^n_k(0) = \left(\sum_{m=0}^{n_k+1} \prod_{i=1}^{m} \frac{\mu_k}{\lambda_k + \theta_i}\right)^{-1}$. We now check that $\pi^n(n+1)$ is strictly decreasing in $n$ as required for indexability in Proposition 2. We therefore need to prove that $\pi^n(n+1) \leq \pi^{n-1}(n)$

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Fluid index</th>
<th>Whittle’s index</th>
<th>Fluid index</th>
<th>Whittle’s index</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.08704 x 10^{-7}</td>
<td>0.16036 x 10^{-7}</td>
<td>0.13968 x 10^{-7}</td>
<td>0.13968 x 10^{-7}</td>
</tr>
<tr>
<td>0.3</td>
<td>0.08704 x 10^{-7}</td>
<td>0.16036 x 10^{-7}</td>
<td>0.13968 x 10^{-7}</td>
<td>0.13968 x 10^{-7}</td>
</tr>
<tr>
<td>0.5</td>
<td>0.06279 x 10^{-7}</td>
<td>0.08210 x 10^{-7}</td>
<td>0.06124 x 10^{-7}</td>
<td>0.06124 x 10^{-7}</td>
</tr>
<tr>
<td>0.7</td>
<td>0.06279 x 10^{-7}</td>
<td>0.08210 x 10^{-7}</td>
<td>0.06124 x 10^{-7}</td>
<td>0.06124 x 10^{-7}</td>
</tr>
<tr>
<td>1.1</td>
<td>0.01872 x 10^{-7}</td>
<td>0.06099 x 10^{-7}</td>
<td>0.10921 x 10^{-7}</td>
<td>0.10921 x 10^{-7}</td>
</tr>
<tr>
<td>1.5</td>
<td>0.01872 x 10^{-7}</td>
<td>0.06099 x 10^{-7}</td>
<td>0.07110 x 10^{-7}</td>
<td>0.07110 x 10^{-7}</td>
</tr>
</tbody>
</table>

Table 2: Example 2: Relative sub optimality gap in %.
for all \( n \geq 0 \), that is,

\[
\frac{\mu_k^{n+1}}{\prod_{i=1}^{n+1} (\lambda_k + \theta_k i)} \pi_k^n(0) \leq \frac{\mu_k^n}{\prod_{i=1}^{n} (\lambda_k + \theta_k i)} \pi_k^{n-1}(0)
\]

\[
\iff \frac{\lambda_k + \theta_k (n + 1)}{\lambda_k + \theta_k i} \sum_{m=0}^{n} \frac{\mu_k^n}{\prod_{i=1}^{m} (\lambda_k + \theta_k i)} \leq \sum_{m=0}^{n+1} \frac{\mu_k^n}{\prod_{i=1}^{m} (\lambda_k + \theta_k i)}
\]

\[
\iff \sum_{m=0}^{n} \left( \frac{1}{\lambda_k + \theta_k i} - \frac{1}{\lambda_k + \theta_k (n + 1)} \right) + 1 \geq 0.
\]

The latter inequality is satisfied due to \( \left( \frac{1}{\lambda_k + \theta_k i} - \frac{1}{\lambda_k + \theta_k (n + 1)} \right) \geq 0 \) for all \( m \leq n \). Hence, from Proposition 2 we have that Whittle’s index is given by (10) in case (10) is non-increasing. Equation (10) can be numerically computed and verified to be non-increasing.

The fluid dynamics are given by \( \frac{dm_k(t)}{dt} = \mu_k s_k(t) - \lambda_k - \theta_k m_k \) for all \( m_k \geq 0 \). We will assume \( \lambda_k < \mu_k \) and then by the convention assumed in Section 4.2, i.e., \( m_k^0 = 0 \) in case \( f_k(m_k(t)) < 0 \) for all \( m_k \geq 0 \) and \( a = 0, 1 \), we have that \( m_k^0 = \max(0, -\lambda_k/\theta_k) = 0 \) and \( m_k^1 = \max(0, -\lambda_k/(\mu_k - \lambda_k)) = \theta_k/\mu_k \). In the fluid system once the server decides to idle no higher states are visited and therefore, under threshold policy \( n_k \), the average cost corresponding to lost sales equals \( D_k \lambda_k \pi_k^w(0) \). This is a cost that is paid on average, and therefore, the bias optimality criterion of the fluid model cannot capture it, since the fluid system under threshold policies never reaches 0 unless that is the equilibrium point. Instead, we incorporate the sale lost cost per unit of time the passive action is chosen, that is, in the fluid model we consider as cost \( c_k(m_k, a) + \theta_k \delta_k m_k + \lambda_k D_k(1 - a) \).

The fluid index is derived in the following proposition.

**Proposition 10** Assume \( c_k(m_k, a) \) is convex differentiable and non-decreasing, and \( c_k(m_k, 1) - c_k(m_k, 0) \) is convex non-decreasing. Then, the fluid index is non-increasing and given by:

\[
w_k(m_k) = c_k(m_k, 0) - c_k(m_k, 1) + D_k \lambda_k + \begin{cases} w_k^{(2)}(m_k), & \text{if } m_k \leq (\mu_k - \lambda_k)/\theta_k \\ w_k^{(1)}(m_k), & \text{if } m_k > (\mu_k - \lambda_k)/\theta_k \end{cases}
\]

where

\[
w_k^{(2)}(m_k) = \left( -m_k - \frac{\lambda_k}{\theta_k} \right) \left( \frac{dc_k(m_k, 1)}{dm_k} - \frac{dc_k(m_k, 0)}{dm_k} \right) - \frac{\mu_k}{\theta_k} \frac{dc_k(m_k, 0)}{dm_k},
\]

\[
w_k^{(1)}(m_k) = -\frac{\mu_k}{\theta_k} \left( \frac{c_k(m_k, 1) - c_k((\mu_k - \lambda_k)/\theta_k, 1)}{m_k - (\mu_k - \lambda_k)/\theta_k} \right) - \mu_k \delta_k.
\]

**Proof** Equation (20) follows from Proposition 3 and Lemma 11. The index being non-decreasing follows from observing that for any convex non-decreasing function \( c_k(m_k, 1) \), for \( m_k \leq m_k^1 \), the function \( \frac{c_k(m_k, 1) - c_k(m_k, 0)}{m_k - m_k^1} \), is non-decreasing in \( m_k \). Also from the fact that \( c_k(m_k, 1) - c_k(m_k, 0) \) being convex and non-decreasing implies that \( \frac{dc_k(m_k, 1)}{dm_k} - \frac{dc_k(m_k, 0)}{dm_k} \geq 0 \) and is non-decreasing.

We now present an optimal solution of problem (13)

**Proposition 11** Assume \( c_k(m_k, a) \) is convex differentiable and non-decreasing, and \( c_k(m_k, 1) - c_k(m_k, 0) \) is convex non-decreasing. An optimal solution for problem (13) with transitions rates (19) is: \( s_k(t) = 1 \) if \( W \leq w_k(m_k) \) and \( s_k(t) = 0 \) if \( W > w_k(m_k) \), where \( w_k(m_k) \) is as given in Proposition 10.
Figure 6: In the area with “*” (“.”) class 1 (class 2) is prioritized and in the white area users are blocked. Left: Optimal policy. Middle: Whittle index policy and, right: the fluid index policy.

**Proof 6** The proof follows by verifying Assumption 1. We have \( f_a^k(m_k) = \mu_k a - \lambda_k - \theta_k m_k \), for \( a \in \{0, 1\} \). Differentiability of \( f_a^k(m_k) \) follows directly as well as monotonicity of \( s_k(m_k) \) in \([m_k^0, m_k^1]\). The function \( f_a^k(m_k) \) satisfies

\[
\frac{d^2 f_a^k(m_k)}{d m_k^2} = 0,
\]

for all \( m_k \geq 0 \). Hence, \( f_a^k(m_k) \) is convex in \( m_k \) for \( a = 0, 1 \).

We have \( 1 - s_k(m_k) = 1 - (\lambda_k + \theta_k m_k)/\mu_k \), hence

\[
\frac{d^2}{d m_k^2} (1 - s_k(m_k)) = 0,
\]

for all \( \bar{m}_k \in [m_k^1, m_k^0] \). Hence, \( 1 - s_k(\bar{m}_k) \) is convex in \( \bar{m}_k \).

The inequality \( f_0^k(m_k) - f_1^k(m_k) \leq (\geq) f_0^0(m_k) - f_0^1(m_k) \) simplifies to \( \bar{m}_k - m_k \leq (\geq) m_k - \bar{m}_k \), which is satisfied for all \( m_k \) and \( \bar{m}_k \).

Then from Proposition 3 and Proposition 8, an optimal solution for problem (13) is \( s_k(t) = 1 \) if \( W \leq w_k(m_k) \) and \( s_k(t) = 0 \) if \( W > w_k(m_k) \).

The fluid index being non-increasing implies that the more class-\( k \) items are in stock, less is the priority to produce a class-\( k \) item. If the fluid index is negative for all the classes then the fluid index policy prescribes not to produce any item, and hence the machine idles.

We evaluate the performance of the index policies in the following example.

**Example 3.** In this example we assume two classes of items which are produced at rate \( \mu_1 = 4 \) and \( \mu_2 = 5 \), in case the machine decides to produce. We see \( c_k(m_k, a) = c_k m_k^2 + b_k m_k \) where \( c_1 = 1, c_2 = 2 \) and \( b_1 = b_2 = 1 \). We further assume, \( \theta_1 = 2, \theta_2 = 2.5 \), and that the cost for perishing items is \( \delta_1 = 0.5, \delta_2 = 3 \) and cost per lost sale \( D_1 = 20, D_2 = 14 \). Demands for items arrive at rates \( \lambda_1 = 3.5, \lambda_2 = 4.8 \). We set \( M = 1 \), that is, only one machine can produce the items. In Figure 6 we illustrate the optimal policy together with the Whittle index and the fluid index policies for \( \rho = 2 \). The Whittle index policy and fluid index policy capture the qualitative structure of the optimal solution. Although in this example the fluid index policy prescribes higher production than the optimal and the Whittle index policies (see Figure 6 (right)), we see in Table 3 that the suboptimality gap of both heuristics is very small.

7 Conclusions and further research

In the two main contributions of the paper we have (i) derived a closed-form expression for Whittle’s index for a birth-and-death process, and (ii) developed a fluid framework to derive fluid
Table 3: Example 3: Relative sub optimality gap in %.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>0.1</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whittle index policy</td>
<td>1.204×10^{-4}</td>
<td>0.0036</td>
<td>0.0099</td>
<td>0.0285</td>
</tr>
<tr>
<td>Fluid index policy</td>
<td>0.0037</td>
<td>0.0038</td>
<td>0.0164</td>
<td>0.0369</td>
</tr>
<tr>
<td>$\rho$</td>
<td>2.5</td>
<td>3</td>
<td>3.5</td>
<td>4</td>
</tr>
<tr>
<td>Whittle index policy</td>
<td>0.0676</td>
<td>0.1321</td>
<td>0.2242</td>
<td>4.0901</td>
</tr>
<tr>
<td>Fluid index policy</td>
<td>0.0605</td>
<td>0.0807</td>
<td>0.0808</td>
<td>0.3246</td>
</tr>
</tbody>
</table>

index policies. The Whittle index is given in a compact expression and it can be numerically computed, however it requires to establish optimality of threshold policies, and in addition, it does not provide qualitative insights into the index policy. On the other hand, the fluid index is much simpler to calculate, does not require to verify for optimality of threshold policies, and it does provide qualitative insights.

The numerical examples have shown that the fluid index policy and the Whittle index policy have a very similar performance. An interesting problem would be to mathematically obtain bounds on the performance of the fluid index policy compared to Whittle’s index policy. The latter is known to be asymptotically optimal as the number of bandits that can be simultaneously made active grows proportionally with the population of bandits, see [27, 28, 11, 12].
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Appendix

Proof of Proposition 1

Let us drop the dependency on $k$ throughout the proof.

We consider the case $b^s(N) = \lambda(N)$ and $d^s(N) = \mu(N)a$. The case $b^a(N) = \lambda(N)a$ and $d^a(N) = \mu(N)$ can be done similarly. Due to the assumption $\mathcal{U} \neq \emptyset$, there exists a stationary policy $\phi^*$ that optimally solves problem (7). Define $n^* = \max\{m \in \{0, 1, \ldots\} : S^{\phi^*}(m) = 0\}$, then note from the definition of the transition rates that all states $m > n$ for all $n$. Moreover, by definition of $n^*$ we have $S^{\phi^*}(n^*) = 0$ and $S^{\phi^*}(m) = 1$ for all $m > n^*$. The average cost as given by (8) under the optimal policy $\phi^*$ then reduces to

\[
\mathbb{E}(C(N^{\phi^*}, S^{\phi^*}(N^{\phi^*}))) - \mathbb{W}(1_{S^{\phi^*}(N^{\phi^*}) = 0})
\]

\[
= C(n^*, 0)\pi^{\phi^*}(n^*) + \sum_{m=n^*+1}^{\infty} C(m, 1)\pi^{\phi^*}(m) - W\pi^{\phi^*}(n^*)
\]

\[
= \mathbb{E}(C(N^{n^*}, S^{n^*}(N^{n^*}))) - W\pi^{n^*}(n^*),
\]

that is, a 0-1 type of threshold policy with threshold $n^*$ gives optimal performance.

Proof of Proposition 2

For ease of notation, we removed the subscript $k$. Since an optimal policy for (7) is of threshold type, for a given subsidy $W$ the optimal average cost under threshold $n$ will be $g(W) := \min_n \{g^{(n)}(W)\}$, where for 0-1 type

\[
g^{(n)}(W) := \sum_{m=0}^{\infty} C(m, S^n(m))\pi^n(m) - W \sum_{m=0}^{n} \pi^n(m),
\]

and for 1-0 type

\[
g^{(n)}(W) := \sum_{m=0}^{\infty} C(m, S^n(m))\pi^n(m) - W \sum_{m=n+1}^{\infty} \pi^n(m)
\]

\[
= \sum_{m=0}^{\infty} C(m, S^n(m))\pi^n(m) + W \sum_{m=0}^{n} \pi^n(m) - W.
\]

We denote by $n(W)$ the minimizer of $g(W)$.

The function $g(W)$ is a lower envelope of affine non-increasing functions in $W$ for the 0-1 type structure (1-0 type structure). It thus follows that $g(W)$ is a concave non-increasing function.

It follows directly that the right-derivative of $g(W)$ in $W$ is given by $-\frac{\sum_{m=0}^{n(W)} \pi^n(W)(m)}{\pi^n(W)(n) - 1}$ for the 0-1 type structure ($\sum_{m=0}^{n(W)} \pi^n(W)(m) - 1$ for the 1-0 structure). Since $g(W)$ is concave in $W$, the right derivative is non-increasing in $W$. Together with the fact that $\sum_{m=0}^{n} \pi^n(m)$ is strictly increasing in $n$, it hence follows that $n(W)$ is non-decreasing (non-increasing) in $W$. Since an optimal policy is of threshold type, the set of states where it is optimal to be passive can be written as $D(W) = \{n : n \leq n(W)\}$ for the 0-1 type (or $D(W) = \{n : n \geq n(W)\}$ for the 1-0 type). Since $n(W)$ is non-decreasing (non-increasing), by definition this implies that bandit $k$ is indexable.

Let $W(n)$ be the value for the subsidy such that the average cost under threshold policy $n$ is equal to that under policy $n-1$. Hence, using (8), we have that for all $n \geq 1$, $\mathbb{E}(C(N^n, S^n(N^n)) -
\( \tilde{W}(n) \mathbb{E}(\mathbf{1}_{S^n(N^n)=0}) \) is equal to \( \mathbb{E}(C(N^{n-1}, S^{n-1}(N^{n-1})) - \tilde{W}(n) \mathbb{E}(\mathbf{1}_{S^{n-1}(N^{n-1})=0}) \). When the threshold policy \( n \) is of type 0-1, then \( \mathbb{E}(\mathbf{1}_{S^n(N^n)=0}) = \sum_{m=0}^{n} \pi^n(m) \), hence \( \tilde{W}(n) \) is given by (10). When the threshold policy \( n \) is of type 1-0, then \( \mathbb{E}(\mathbf{1}_{S^n(N^n)=0}) = \sum_{m=n+1}^{\infty} \pi^n(m) \), hence \( \tilde{W}(n) \) is given by

\[
\begin{align*}
\mathbb{E}(C(N^n, S^n(N^n))) - \mathbb{E}(C(N^{n-1}, S^{n-1}(N^{n-1}))) & = -\frac{\sum_{m=n+1}^{\infty} \pi^n(m) - \sum_{m=n+1}^{\infty} \pi^{n-1}(m)}{\sum_{m=0}^{n} \pi^n(m) - \sum_{m=0}^{n-1} \pi^{n-1}(m)} \\
& = -(10).
\end{align*}
\]

It can be verified that \( \tilde{W}(n) \) being monotone, implies that \( g(\tilde{W}(n)) = g^n(\tilde{W}(n)) = g^{(n-1)}(\tilde{W}(n)) \).

In addition, for 0-1 type of threshold policies, since \( \frac{dg^n(W)}{dW} = -\sum_{m=0}^{n} \pi^n(m) \) is decreasing in \( n \), we have \( g(W) = g^{(n-1)}(W) \) for \( \tilde{W}(n-1) \leq W \leq \tilde{W}(n) \). This implies that Whittle’s index is given by \( W(n) = \tilde{W}(n) \). Similarly, for 1-0 type of policies, \( \frac{dg^n(W)}{dW} = -\sum_{m=n+1}^{\infty} \pi^n(m) \) is increasing in \( n \), and then \( g(W) = g^{(n)}(W) \) for \( \tilde{W}(n) \leq W \leq \tilde{W}(n-1) \). This implies that Whittle’s index is given by \( W(n) = \tilde{W}(n) \).

**Proof of Proposition 3**

We drop the dependency on \( k \) throughout the proof. Without loss of generality we assume \( m^0 > m^1 \). For the sake of clarity we further assume \( f^1(m^1) = 0 \). The proof for the case \( f^1(m^1) < 0 \) follows similarly, however, in that case only Cases 2 and 3 (as defined below) have to be analyzed (see below for Cases).

We first introduce the steps followed to prove Proposition 3:

- **Step 1**: We prove \( w(m) \) to be continuous in \( m \).
- **Step 2**: We prove convexity of \( EC(\tilde{s}, W) \) with respect to \( \tilde{s} \). This allows us to characterize the optimal equilibrium point \( (\tilde{m}, \tilde{s}) \), for a given \( W \).
- **Step 3**: We prove that the policy corresponding to \( w(m) \) satisfies the Hamilton-Jacobi-Bellman equation, [29], using the characterization of \( W \) (proven in Step 2) and that, \( w(m) \) is continuous (proven in Step 1).

**Step 1**: Let us first prove that \( w(m) \) is a continuous function. To do so let us prove that \( \lim_{m \uparrow m^1} w^{(1)}(m) = \lim_{m \downarrow m^1} w^{(2)}(m) \). We observe that

\[
\begin{align*}
\lim_{m \uparrow m^1} w^{(1)}(m) = (f^0(m^1) - f^1(m^1)) \cdot \lim_{m \uparrow m^1} \frac{C(m^1, 1) - C(m, 1)}{f^1(m)} \\
= \left( \frac{d f^1(m)}{d m} \bigg|_{m=m^1} \right)^{-1} \cdot (f^1(m^1) - f^0(m^1)) \left( \frac{d C(m, 1)}{d m} \bigg|_{m=m^1} \right),
\end{align*}
\]

where in the last equality we applied l’Hopitals rule. Observing that \( f^1(m^1) = 0 \) we obtain

\[
\lim_{m \uparrow m^1} w^{(1)}(m) = -f^0(m^1) \left( \frac{d C(m, 1)}{d m} \bigg|_{m=m^1} \right) \cdot \left( \frac{d f^1(m)}{d m} \bigg|_{m=m^1} \right)^{-1}.
\]
We also have
\[
\lim_{m \uparrow m^*} w^{(2)}(m) = -f^0(m^1) \left( \frac{dC(m^1)}{dm} \right) \cdot \left( \frac{df^1(m^1)}{dm} \right)^{-1},
\]
so both limits coincide. Following the same type of arguments it can be proven that \( \lim_{m \uparrow m^*} w^{(3)}(m) = \lim_{m \uparrow m^*} w^{(4)}(m) \), which concludes the proof of continuity.

**Step 2:** We characterize the optimal equilibrium point \((\bar{m}, \bar{s})\), for a given \(W\). We recall that \(m^0 > m^1\) and \(f^1(m^1) = 0\). Hence, an equilibrium point \((\bar{m}, \bar{s})\) of \(\frac{dm(t)}{dt}\) is such that

\[
(1 - \bar{s})f^0(\bar{m}) + \bar{s}f^1(\bar{m}) = 0,
\]
with \(\bar{s} \in [0,1]\), that is, in equilibrium a fraction \(\bar{s}\) of time the action active is chosen and a fraction \(1 - \bar{s}\) of time the action passive is chosen. Recall the definition

\[
EC(\bar{s}, W) := (1 - \bar{s})C(\bar{m}, 0) + \bar{s}C(\bar{m}, 1) - (1 - \bar{s})W.
\]

We will prove this function to be convex in \(\bar{s}\), that is, \(\frac{d^2 EC(\bar{s}, W)}{d\bar{s}^2} \geq 0\). After some algebra we observe that

\[
\frac{d^2 EC(\bar{s}, W)}{d\bar{s}^2} = \left( \frac{dC(\bar{m}, 1)}{d\bar{m}} - \frac{dC(\bar{m}, 0)}{d\bar{m}} \right) \cdot 2 \frac{d\bar{m}}{d\bar{s}} + (1 - \bar{s}) \left( \frac{d^2 C(\bar{m}, 0)}{d\bar{m}^2} \left( \frac{d\bar{m}}{d\bar{s}} \right)^2 + \frac{dC(\bar{m}, 0)}{d\bar{m}} \frac{d^2 \bar{m}}{d\bar{s}^2} \right)
+ \bar{s} \left( \frac{d^2 C(\bar{m}, 1)}{d\bar{m}^2} \left( \frac{d\bar{m}}{d\bar{s}} \right)^2 + \frac{dC(\bar{m}, 1)}{d\bar{m}} \frac{d^2 \bar{m}}{d\bar{s}^2} \right).
\]

From (23), we obtain \(\bar{s} = f^0(\bar{m})/(f^0(\bar{m}) - f^1(\bar{m}))\) and hence

\[
\frac{d\bar{m}}{d\bar{s}} = \left( \frac{d\bar{s}}{d\bar{m}} \right)^{-1} = \left( \frac{f^0(\bar{m})}{f^0(\bar{m}) - f^1(\bar{m}) \frac{df^0(\bar{m})}{d\bar{m}}} \right)^{-1} \leq 0,
\]
for all \(\bar{s} \in [0,1]\). The inequality follows since both \(f^0\) and \(f^1\) are non-increasing functions, and \(f^1(\bar{m}) \leq 0\) and \(f^0(\bar{m}) \geq 0\) for all \(\bar{m} \in [m^1, m^0]\). From \(\frac{d\bar{m}}{d\bar{s}} \leq 0\) and \(\frac{d^2 \bar{m}}{d\bar{s}^2} = -\frac{d^2 \bar{m}}{d\bar{s}^2} + \frac{d\bar{m}}{d\bar{s}} \frac{d^2 \bar{m}}{d\bar{s}^2} \geq 0\), which can be obtained using the Chain Rule, we have that \(\frac{d^2 \bar{m}}{d\bar{s}^2} \geq 0 \Leftrightarrow \frac{d\bar{m}}{d\bar{s}} \geq 0\). By assumption, \(\bar{s} = f^0(\bar{m})/(f^0(\bar{m}) - f^1(\bar{m}))\) is convex in \(\bar{m}\), hence \(\frac{d\bar{m}}{d\bar{s}} \geq 0\). Having \(\frac{d\bar{m}}{d\bar{s}} \leq 0\), \(\frac{d^2 \bar{m}}{d\bar{s}^2} \geq 0\), and together with the assumptions (1) \(C(m, a), a = 0, 1\), is a convex non-decreasing function in \(m\), and (2) \(\frac{dC(m, 1)}{dm} \leq \frac{dC(m, 0)}{dm}\), we obtain that (24) is larger than or equal to 0 and hence \(EC(\bar{s}, W)\) is convex in \(\bar{s} \in [0,1]\).

Due to the function \(EC(\bar{s}, W)\) being convex in \(\bar{s} \in [0,1]\), we have that the optimal equilibrium point will fall into one of the following three options:

- **Case 1:** \(\frac{dEC(\bar{s}, W)}{d\bar{s}} \leq 0\) for all \(\bar{s} \in [0,1]\), hence the optimal equilibrium point satisfies \(s^* = 1, m^* = m^1\).
- **Case 2:** \(\frac{dEC(s^*, W)}{ds^*} = 0\), hence the optimal equilibrium point satisfies \(s^* \in [0,1], m^* \in [m^1, m^0]\).
- **Case 3:** \(\frac{dEC(\bar{s}, W)}{d\bar{s}} \geq 0\) for all \(\bar{s} \in [0,1]\), hence the optimal equilibrium point satisfies \(s^* = 0, m^* = m^0\).
Now note that $\frac{dEC(s,W)}{ds} \geq 0$, if and only if
\[ W \geq C(\tilde{m}, 0) + C(\tilde{m}, 1) + (1 - \tilde{s}) \frac{d\tilde{m}}{ds} \frac{dC(\tilde{m}, 0)}{d\tilde{m}} + \tilde{s} \frac{d\tilde{m}}{ds} \frac{dC(\tilde{m}, 1)}{d\tilde{m}}, \] (26)
which after substitution of $(1 - \tilde{s}) f^0(\tilde{m}) + \tilde{s} f^1(\tilde{m}) = 0$ and the expression for $d\tilde{m}/ds$ given in (25), gives that (26) is equivalent to
\[ W \geq C(\tilde{m}, 0) - C(\tilde{m}, 1) + \frac{(f^1(\tilde{m}) - f^0(\tilde{m}))(f^0(\tilde{m}) \frac{dC(\tilde{m}, 1)}{d\tilde{m}} - f^1(\tilde{m}) \frac{dC(\tilde{m}, 0)}{d\tilde{m}})}{f^0(\tilde{m}) \frac{df^1(\tilde{m})}{d\tilde{m}} - f^1(\tilde{m}) \frac{df^0(\tilde{m})}{d\tilde{m}}}, \]
that is,
\[ W \geq C(\tilde{m}, 0) - C(\tilde{m}, 1) + w(2)(\tilde{m}). \]

Hence, in Case 3 the $W$ is such that $W \geq C(\tilde{m}, 0) - C(\tilde{m}, 1) + w(2)(\tilde{m})$ for all $\tilde{m} \in [m^1, m^0]$, and in particular $W \geq w(m^0)$.

Similarly, being in Case 1 implies $W \leq w(m^1)$.

In Case 2, from $dEC(s^*, W)/ds^* = 0$ we obtain, $W = C(m^*, 0) - C(m^*, 1) + w(2)(m^*) = w(m^*)$, for $m^* \in [m^1, m^0]$.

**Step 3:** Since $s(t) \in \{0, 1\}$ for all $t$, a sufficient condition for a trajectory to be optimal is to satisfy the Hamilton-Jacobi-Bellman (HJB) equation, [29]. Rewriting (14) we get the following condition for all $m$:
\[ 0 = \min \{ J_0(m, W), J_1(m, W) \}, \] (27)
where
\[ J_0(m, W) = C(m, 0) - W - EC^*(W) + f^0(m) \frac{\partial J(m, W)}{\partial m}, \] (28)
\[ J_1(m, W) = C(m, 1) - EC^*(W) + f^1(m) \frac{\partial J(m, W)}{\partial m}, \] (29)
and the function $J(m, W)$ is continuous and differentiable.

For a given $W$, we consider the policy that prescribes to be passive, $s(t) = 0$, in all states $m$ for which $W \geq w(m)$, and active, $s(t) = 1$, in all states $m$ for which $W < w(m)$. Observe that due to $w(m)$ being non-decreasing, this will be a threshold policy. That is, there exists $n(W) \in \mathbb{Z}_+$ for which $W > w(m)$ for all $m \leq n(W)$ and $W \leq w(m)$ if $m \geq n(W)$, see Figure 7. We refer to this policy as threshold policy $n(W)$. We want to prove that the policy $n(W)$ satisfies the HJB (27). To do so let us define $J^{n(W)}(m, W)$ for a given $W$ as the cost under policy $n(W)$, starting at state $m$ and up to equilibrium, that is,
\[ J^{n(W)}(m, W) = \int_0^{t_0} \left( C(m^{n(W)}(t), s_0) - W(1 - s_0) - EC^*(W(t)) \right) dt + \int_{t_0}^{\infty} C(m^{n(W)}(t), s_1) - W(1 - s_1) - EC^*(W(t)) dt, \] (30)
where $s_0 = s(0)$, $s_1 = 1 - s_0$, and $t_0 \geq 0$, the time at which threshold $n(W)$ is reached. Note that $s_0 = 0$ if $m(0) = m \leq n(W)$ and $s_0 = 1$ otherwise. The function $J^{n(W)}(m, W)$ can be written as the sum of two terms, the first term corresponding to the phase from the starting point $m$ up to the time the threshold is reached, $t_0$. In this phase the control equals $s_0$. Once the threshold is reached, a switch in the control happens and therefore the second term corresponds to the
phase from the switch time $t_0$ until the equilibrium in reached. In this phase the control equals $s_1$. This is due to threshold policies having at most one switch in the control, see Figure 7.

We now compute $\partial J^{n(W)}(m, W) / \partial m$. We obtain that if $m \leq n(W)$

$$\frac{\partial J^{n(W)}(m, W)}{\partial m} = \frac{EC^*(W) - C(m, 0) + W}{f^0(m)},$$

and if $m > n(W)$

$$\frac{\partial J^{n(W)}(m, W)}{\partial m} = \frac{EC^*(W) - C(m, 1)}{f^1(m)}.$$

This can be seen as follows. Assume $m \leq n(W)$, which implies $s_0 = 0$ and $s_1 = 1$, then from (30)

$$\frac{\partial J^{n(W)}(m, W)}{\partial m} = \frac{dt_0}{dm} \left( C(n(W), 0) - W - EC^*(W) - C(n(W), 1) + EC^*(W) \right) + \int_0^{t_0} \frac{dC(m, n(W)(t), 0)}{dm} dt + \int_{t_0}^\infty \frac{dC(m, n(W)(t), 1)}{dm} dt dt.$$

Policy $n(W)$ implies $dm^{n(W)}(t)/dt = f^0(m^{n(W)}(t))$ for all $t \in [0, t_0]$. Hence,

$$\int_m^{n(W)} \frac{dm^{n(W)}(t)}{f^0(m^{n(W)}(t))} = t_0,$$
which implies
\[
\frac{dt_0}{dm} = \frac{d}{dm} \int_m^{n(W)} \frac{dm^{n(W)}(t)}{f^0(m^{n(W)})} dt = \frac{1}{f^0(m)} + \int_m^{n(W)} \frac{1}{f^0(m^{n(W)})} \frac{dm^{n(W)}(t)}{dt} dt = \frac{1}{f^0(m)},
\]
(34)
since \(d(1/f^0(m^{n(W)}(t))) \)/\(dm = 0\). From \(dn^{n(W)}(t)/dt = f^0(m^{n(W)}(t))\) we have \(dm/dt = f^0(m)\). Substituting this together with (34) in Equation (33), we obtain (31). Equation (32) follows when substituting the threshold policy \(m > n\) for all \(m > n\) where \(\partial J\) is satisfied if and only if \(\Delta J \geq 0\). Substituting for all \(m > n\) for all \(m > n\)

Hence, if conditions (35) are satisfied, then threshold policy \(n(W)\) is to keep the bandit passive. In addition, let us first assume that \(m^* = m^*\) and \(W = w(m^*)\), that is, Case 1 (as proven in Step 2). Hence \(EC^*(W) = C(m^*, 1)\). Recall that threshold policy \(n(W)\) implies that \(W \geq w(m)\) for all \(m \leq n(W)\) and \(W \leq w(m)\) if \(m \geq n(W)\). Hence, \(W \leq w(m^*)\) and \(w(m)\) being non-decreasing imply that \(n(W) \leq m^*\), see Figure 7. Conditions (35)–(37) reduce then to the following: the HJB is satisfied if and only if \(W \geq (\leq)C(m, 0) - C(m, 1) + w(m)\) for all \(m \leq (\geq)n(W)\). This is equivalent to \(W \geq (\leq)w(m)\) for all \(m \leq (\geq)n(W)\), since \(w(m)\) is non-decreasing and \(W \leq w(m)\). Hence, in Case 1 the threshold policy \(n(W)\) satisfies the HJB and is hence optimal.

Similarly, if \(m^* = m^0\) and \(W \geq w(m^0)\), that is, Case 3, then \(EC^*(W) = C(m^0, 0) - W\). Since under threshold policy \(n(W)\), \(W \geq w(m)\) for all \(m \leq n(W)\) and \(W \leq w(m)\) if \(m \geq n(W)\),
$w(m)$ being non-decreasing implies $n(W) \geq m^0$, see Figure 7. Using $EC^*(W) = C(m^0, 0) - W$, we obtain that conditions (35)–(37) simplify to $W \geq (\leq) C(m, 0) - C(m, 1) + w^{(3)}(m)$, for all $m \leq (\geq) n(W)$. This is equivalent to $W \geq (\leq) w(m)$ for all $m \leq (\geq) n(W)$, due to $w^{(3)}(m)$ being non-decreasing and $W \geq w(m^0)$. Hence, in Case 3, threshold policy $n(W)$ satisfies the HJB and is hence optimal.

We are left with Case 2 in which $W$ is such that $\frac{dE(s^*, W)}{ds} = 0$, and $s^* \in [0, 1]$, that is, $W = w(m^*)$. Hence $n(W) = m^*$, see Figure 7, by definition of $n(W)$. In this setting we have that

$$EC^*(W) = (1 - s^*)(C(m^*, 0) - W) + s^*C(m^*, 1).$$

Substituting the latter in Conditions (35) and (37) the conditions simplify to

$$W \geq (\leq) C(m, 0) - C(m, 1) + \frac{f^1(m) - f^0(m)}{f^1(m)} \cdot \left[ (1 - s^*)(C(m^*, 0) - W) - s^*C(m^*, 1) \right],$$

for all $m \leq m^1$. \hspace{1cm} (38)

Condition (36) and (37) reduce to

$$W \leq C(m, 0) - C(m, 1) + \frac{f^1(m) - f^0(m)}{f^1(m)} \cdot \left[ (1 - s^*)(C(m^*, 0) - W) - s^*C(m^*, 1) \right],$$

for all $m \in [m^1, m^*]$ and

$$W \leq C(m, 0) - C(m, 1) + \frac{f^1(m) - f^0(m)}{f^1(m)} \cdot \left[ (1 - s^*)(C(m^*, 0) - W) - s^*C(m^*, 1) \right],$$

for all $m \in [m^*, m^0]$. \hspace{1cm} (39)

Taking into account that $f^1(m) \geq 0$, for all $m < m^1$, and $f^1(m) \leq 0$, otherwise, and that by assumption $f^0(m)(1 - s^*) + s^* f^1(m) > 0$, for all $m < m^*$, and $f^0(m)(1 - s^*) + s^* f^1(m) < 0$ for all $m^* > m$, Conditions (38)–(40) reduce to the following:

$$W \geq \left(\leq\right) \frac{f^1(m)}{f^0(m)(1 - s^*) + s^* f^1(m)} \cdot \left[ C(m, 0) - C(m, 1) + \frac{f^1(m) - f^0(m)}{f^1(m)} \cdot (1 - s^*)C(m^*, 0) - s^*C(m^*, 1) \right],$$

for all $m < m^*(m > m^*)$. Since $W = w(m^*)$, and $w^{(2)}(\cdot)$ and $w(\cdot)$ are non-decreasing, in order to prove (41) it suffices to verify that:

- RHS in (41) $\xrightarrow{m \to m^*} C(m^*, 0) - C(m^*, 1) + w^{(2)}(m^*)$,
- RHS in (41) $\leq C(m^*, 0) - C(m^*, 1) + w^{(2)}(m^*)$ for all $m < m^*$,
- RHS in (41) $\geq C(m^*, 0) - C(m^*, 1) + w^{(2)}(m^*)$ for all $m > m^*$.

We have proven these conditions in Lemma 2 (Section 7) and this therefore concludes the proof of Proposition 3.
Lemma 2

**Lemma 2** Assume $m_k^0 > m_k^1$. Let $(m_k^*, s_k^*) \in [m_k^1, m_k^0] \times [0, 1]$, be the optimal equilibrium point of (13). Define

$$F_k(m_k) := \frac{f_k^1(m_k)}{f_k^0(m_k)(1 - s_k^*) + s_k^* f_k^1(m_k)} \left( C_k(m_k, 0) - C_k(m_k, 1) \right) + \frac{f_k^1(m_k) - f_k^0(m_k)}{f_k^1(m_k)} \left( C_k(m_k, 1) - (1 - s_k^*)C_k(m_k^*, 0) - s_k^* C_k(m_k^*, 1) \right),$$

for all $m_k$. Then,

$$\lim_{m_k \to m_k^*} F_k(m_k) = C_k(m_k^*, 0) - C_k(m_k^*, 1) + w_k^{(2)}(m_k^*),$$

(42)

$$F_k(m_k) \leq C_k(m_k^*, 0) - C_k(m_k^*, 1) + w_k^{(2)}(m_k^*) \forall m_k < m_k^*,$$

(43)

$$F_k(m_k) \geq C_k(m_k^*, 0) - C_k(m_k^*, 1) + w_k^{(2)}(m_k^*) \forall m_k > m_k^*.$$

(44)

**Proof 7** In Section 7.0.1 we prove (42), and in Section 7.0.2, we prove (43) and (44).

We drop the dependency on $k$ throughout the proof.

**7.0.1 Proof of (42)**

After some algebra we observe that $F(m)$ reduces to

$$\frac{f^1(m)C(m, 0) - f^0(m)C(m, 1)}{f^1(m)s^* + f^0(m)(1 - s^*)} = \frac{(f^1(m) - f^0(m))(1 - s^*)C(m^*, 0)}{f^1(m)s^* + f^0(m)(1 - s^*)} - \frac{(f^1(m) - f^0(m))s^*C(m^*, 1)}{f^1(m)s^* + f^0(m)(1 - s^*)},$$

which further simplifies to

$$C(m^*, 0) - C(m^*, 1) + \frac{f^1(m)(C(m, 0) - C(m^*, 0))}{f^1(m)s^* + f^0(m)(1 - s^*)} + \frac{f^0(m)(C(m^*, 1) - C(m, 1))}{f^1(m)s^* + f^0(m)(1 - s^*)}.$$  

(45)

We have

$$\lim_{m \to m^*} \frac{(f^1(m) - f^0(m))(f^1(m)s^* + f^0(m)(1 - s^*))}{m^* - m} = \left( \frac{df^1(m^*)}{dm^*} s^* + \frac{df^0(m^*)}{dm^*} (1 - s^*) \right) (f^1(m^*) - f^0(m^*))$$

$$= - \frac{df^1(m^*)}{dm^*} s^* f^1(m^*) + \frac{df^1(m^*)}{dm^*} s^* f^0(m^*)$$

$$- \frac{df^0(m^*)}{dm^*} (1 - s^*) f^1(m^*) + \frac{df^0(m^*)}{dm^*} (1 - s^*) f^0(m^*),$$

where in the first step we used that $s^* f^1(m^*) = (s^* - 1) f^0(m^*)$ and applied L’Hopitals rule. Substituting $s^* f^1(m^*) = (s^* - 1) f^0(m^*)$ in the first and fourth terms we obtain

$$\lim_{m \to m^*} \frac{(f^1(m) - f^0(m))(f^1(m)s^* + f^0(m)(1 - s^*))}{m^* - m} = \frac{df^1(m^*)}{dm^*} f^0(m^*) - \frac{df^0(m^*)}{dm^*} f^1(m^*).$$
If we now substitute this last obtained expression in (45), where we multiply and divide the fraction terms by \((f^1(m) - f^0(m))/(m^* - m)\), we obtain that as \(m \to m^*\) Equation (45) reduces to

\[
C(m^*, 0) - C(m^*, 1) + \frac{(f^1(m) - f^0(m))(f^0(m^*)\frac{dC(m^*, 1)}{dm^*} - f^1(m^*)\frac{dC(m^*, 0)}{dm^*})}{f^0(m^*) \frac{df^1(m^*)}{dm^*} - f^1(m^*)} = C(m^*, 0) - C(m^*, 1) + w(2)(m^*),
\]

since \(\lim_{m \to m^*} \frac{C(m, a) - C(m^*, a)}{m^* - m} = - \frac{dC(m, a)}{dm^*}\), for \(a = 0, 1\). This concludes the proof of (42).

### 7.0.2 Proof of (43) and (44)

We want to prove that \(F(m) \leq (\geq) C(m^*, 0) - C(m^*, 1) + w(2)(m^*)\) for all \(m < m^* (m > m^*)\). After substitution of \(w(2)(m^*)\) together with (45) this reduces to

\[
f^1(m)(C(m, 0) - C(m^*, 0)) + f^0(m)(C(m^*, 1) - C(m, 1)) \leq (f^1(m^*) - f^0(m))(f^0(m^*)\frac{dC(m^*, 1)}{dm^*} - f^1(m^*)\frac{dC(m^*, 0)}{dm^*}),
\]

for all \(m < (>) m^*\). In the latter we substitute \(s^* = f^0(m^*)/(f^0(m^*) - f^1(m^*)) \geq 0\), and we divide both sides by \(f^0(m^*) - f^1(m^*)\), which we recall is positive due to \(f^1(m^*) \leq 0\) and \(f^0(m^*) \geq 0\) and under the assumption that \(f^*(\cdot)\) is non-increasing and \(s(m)\) monotone we have that \(\exists \tilde{m}_k \in [m^1, m^0]\) such that \(f^0_k(\tilde{m}_k) = f^1_k(\tilde{m}_k) = 0\). Then, Inequality (46) writes

\[
f^1(m)(C(m, 0) - C(m^*, 0)) + f^0(m)(C(m^*, 1) - C(m, 1)) \leq (f^1(m^*) - f^0(m))(f^0(m^*)\frac{dC(m^*, 1)}{dm^*} - f^1(m^*)\frac{dC(m^*, 0)}{dm^*}) - \frac{f^0(m^*)\frac{df^1(m^*)}{dm^*} - f^1(m^*)\frac{df^0(m^*)}{dm^*}}{f^0(m^*) - f^1(m^*)},
\]

for all \(m < (>) m^*\). After multiplying and dividing by \(m - m^*\) in the left hand side, it simplifies to

\[
f^1(m^*) \frac{f^0(m^*) - f^0(m)}{m - m^*} - f^0(m^*) \frac{f^1(m^*) - f^1(m)}{m - m^*} \leq \bar{f}^0(m^*) \frac{dc(m^*, 0)}{dm^*} - \bar{f}^1(m^*) \frac{dc(m^*, 1)}{dm^*} - f^0(m^*) \frac{df^1(m^*)}{dm^*} - f^1(m^*) \frac{df^0(m^*)}{dm^*},
\]

for all \(m < (>) m^*\). The function \(\bar{f}^a(\cdot)\) is convex non-increasing for \(a = 0, 1\). Hence,

\[
f^1(m^*) \frac{f^0(m) - f^0(m^*)}{m - m^*} \leq \bar{f}^2(m^*) \frac{df^2(m^*)}{dm^*}, \text{ and}
\]

\[
f^0(m) \frac{f^1(m) - f^1(m^*)}{m - m^*} \leq \bar{f}^0(m^*) \frac{df^0(m^*)}{dm^*},
\]

which concludes the proof of (43) and (44).
for all $m < (>)m^*$. Since $f^1(m^*) \leq 0$ and $f^0(m^*) \geq 0$, it follows that

$$f^1(m^*) \frac{f^0(m) - f^0(m^*)}{m - m^*} - f^0(m^*) \frac{f^1(m) - f^1(m^*)}{m - m^*} \geq (\leq) f^1(m^*) \frac{df^0(m^*)}{dm^*} - f^0(m^*) \frac{df^1(m^*)}{dm^*},$$

for all $m < (>)m^*$, that is, the denominator of (47) is ordered. Also note that both denominators are strictly positive. We now will show that the corresponding ordering holds as well for the nominators of (47), that is,

$$- f^1(m) \left( \frac{C(m, 0) - C(m^*, 0)}{m - m^*} \right) + f^0(m) \left( \frac{C(m, 1) - C(m^*, 1)}{m - m^*} \right) \leq (\geq) f^0(m^*) \frac{dC(m^*, 0)}{dm^*} - f^1(m^*) \frac{dC(m^*, 0)}{dm^*},$$

(48)

for all $m < m^*(m > m^*)$. This will conclude the proof.

Let us first consider $m \in [m^1, m^*](m \in (m^*, m^0])$. Then

$$- f^1(m) \left( \frac{C(m, 0) - C(m^*, 0)}{m - m^*} \right) + f^0(m) \left( \frac{C(m, 1) - C(m^*, 1)}{m - m^*} \right) \leq (\geq) - f^1(m) \frac{dC(m^*, 0)}{dm^*} + f^0(m) \frac{dC(m^*, 1)}{dm^*} \leq (\geq) - f^1(m^*) \frac{dC(m^*, 0)}{dm^*} + f^0(m^*) \frac{dC(m^*, 1)}{dm^*},$$

for all $m \in [m^1, m^*](m \in [m^*, m^0])$. The first inequality holds due to $C(\cdot, a)$ being a convex non-decreasing function and therefore $\frac{C(m, a) - C(m^*, a)}{m - m^*} \leq (\geq) \frac{dC(m^*, a)}{dm^*}$ for $a = 0, 1$ and $m < (>)m^*$, and $- f^1(m), f^0(m) \geq 0$ for all $m$. The second inequality follows from the assumptions $\frac{dC(m^*, 0)}{dm^*} \geq \frac{dC(m^*, 1)}{dm^*}$, and $f^1(m) - f^1(m^*) \geq (\leq) f^0(m) - f^0(m^*)$, for all $m < (>)m^*$.

Let us now consider $m \leq m^1$. Then

$$- f^1(m) \left( \frac{C(m, 0) - C(m^*, 0)}{m - m^*} \right) + f^0(m) \left( \frac{C(m, 1) - C(m^*, 1)}{m - m^*} \right) \leq (f^0(m) - f^1(m)) \left( \frac{C(m, 1) - C(m^*, 1)}{m - m^*} \right) \leq (f^0(m^*) - f^1(m^*)) \frac{dC(m^*, 1)}{dm^*} \leq f^0(m^*) \frac{dC(m^*, 1)}{dm^*} - f^1(m^*) \frac{dC(m^*, 0)}{dm^*},$$

for all $m \leq m^1$, where the first inequality follows from the fact that

$$\frac{C(m, 0) - C(m^*, 0)}{m - m^*} \geq \left( \frac{C(m, 1) - C(m^*, 1)}{m - m^*} \right),$$

for all $m \leq m^1 \leq m^*$ and $- f^1(m) \leq 0$ for all $m \leq m^1$. The second inequality follows from the assumption $f^0(m) - f^0(m^*) \leq f^1(m) - f^1(m^*)$ for all $m \leq m^1$ and $\frac{C(m, 1) - C(m^*, 1)}{m - m^*} \leq \frac{dC(m^*, 1)}{dm^*}$ for all $m \leq m^*$. Finally, the third inequality follows from $\frac{dC(m^*, 0)}{dm^*} \geq \frac{dC(m^*, 1)}{dm^*}$ and $- f^1(m^*) \geq 0$. 
Similarly we have
\[-f^1(m) \left( \frac{C(m,0) - C(m^*,0)}{m - m^*} \right) + f^0(m) \left( \frac{C(m,1) - C(m^*,1)}{m - m^*} \right) \geq f^0(m^*) \frac{dC(m^*,1)}{dm^*} - f^1(m^*) \frac{dC(m^*,0)}{dm^*},\]
for all $m \geq m_0$, using that $f^0(m) < 0$, for all $m \geq m_0$ and
\[
\left( \frac{C(m,0) - C(m^*,0)}{m - m^*} \right) \geq \left( \frac{C(m,1) - C(m^*,1)}{m - m^*} \right),
\]
for all $m \geq m_0 \geq m^*$. Hence (48) holds for all $m$, which concludes the proof.

**Proof of Proposition 4**

Let us drop the dependency on $k$ throughout the proof. We compute the index as $\lambda \downarrow 0$ for 0-1 type of threshold policies first and for 1-0 type of threshold policies later on.

**0-1 type of threshold policies.** Assume that the optimal threshold policy that solves (8) is of 0-1 type. Recall the assumption $b^0(m) = \lambda \gamma$ for $a = 0, 1$. In order to lighten the notation throughout the proof we define
\[
\overline{D}^0(m) := \begin{cases} 
  d^0(1) \cdot d^0(2) \cdot \ldots \cdot d^0(m), & \forall m \leq n, \\
  d^0(1) \cdot \ldots \cdot d^0(n) \cdot d^1(n+1) \cdot \ldots \cdot d^1(m), & \forall m > n.
\end{cases} \tag{49}
\]
Observe that $\overline{D}^0(m) = \overline{D}^{n-1}(m)$ for all $m \leq n - 1$. This observation will be used throughout the proof.

We consider birth-and-death processes and therefore $\pi^n(m) := \lambda^m \gamma^m \pi^n(0)/\overline{D}^n(m)$, where $\pi^n(0) = \left( \sum_{m=0}^{\infty} \frac{\lambda^m \gamma^m}{\overline{D}^n(m)} \right)^{-1}$. We now compute the expression of $\pi^{n-1}(0)/\pi^n(0)$, which will be used later in the proof. We have
\[
\frac{\pi^{n-1}(0)}{\pi^n(0)} = \frac{\sum_{m=0}^{\infty} \frac{\lambda^m \gamma^m}{\overline{D}^n(m)}}{\sum_{m=0}^{\infty} \frac{\lambda^m \gamma^m}{\overline{D}^{n-1}(m)}} = 1 + \sum_{m=n}^{\infty} \frac{\lambda^m \gamma^m}{\overline{D}^{n-1}(m)} - \sum_{m=0}^{n-1} \frac{\lambda^m \gamma^m}{\overline{D}^{n-1}(m)}, \tag{50}
\]
the latter as $\lambda \to 0$ reduces to $1 + \lim_{\lambda, \beta} \frac{\gamma(\lambda, \beta)}{1 + \gamma(\lambda, \beta)} = 1$.

We have that $W(n)$ as given in Equation (10) can be written as
\[
W(n) = \frac{\xi_1(n) + \xi_2(n) + \xi_3(n)}{\pi^n(n) + \sum_{m=0}^{n-1} (\pi^n(m) - \pi^{n-1}(m))}, \tag{51}
\]
where
\[
\xi_1(n) := \sum_{m=0}^{n-1} C(m,0)(\pi^n(m) - \pi^{n-1}(m)),
\]
\[
\xi_2(n) := C(n,0)\pi^n(n) - C(n,1)\pi^{n-1}(n),
\]
\[
\xi_3(n) := \sum_{m=n+1}^{\infty} C(m,1)(\pi^n(m) - \pi^{n-1}(m)). \tag{52}
\]
Let us first analyze the first term. That is,

\[ \xi_1(n) = \frac{\pi^n(n)}{\sum_{m=0}^{n-1} (\pi^n(m) - \pi^{n-1}(m))} = \frac{\sum_{m=0}^{n-1} C(m, 0) \frac{\lambda^m \gamma^m}{D(n)_{(m)}} (\pi^n(0) - \pi^{n-1}(0))}{\sum_{m=0}^{n-1} \frac{\lambda^m \gamma^m}{D(n)_{(m)}}} \]

We now substitute the expression obtained in (50) in (53). Then, as \( \lambda \downarrow 0 \), the denominator in (53) becomes

\[ \lim_{\lambda \downarrow 0} \frac{\lambda^n \gamma^n}{D(n)_{(m)}} \left( \frac{\sum_{m=0}^{\lambda^m \gamma^m}}{D(n)} - 1 \right) (\lambda^n + \mathcal{O}(\lambda^{n+1})) + 1 + \mathcal{O}(\lambda) = \left( 1 - \frac{d^0(n)}{d^1(n)} \right)^{-1} + 1 = \frac{d^0(n)}{d^0(n) - d^1(n)}. \]

Substituting the latter in (53) we obtain that as \( \lambda \downarrow 0 \)

\[ \frac{\xi_1(n)}{\pi^n(n) + \sum_{m=0}^{n-1} (\pi^n(m) - \pi^{n-1}(m))} = C(0, 0) \left( 1 - \frac{d^1(n)}{d^0(n)} \right) + \mathcal{O}(\lambda). \]  

Let us now analyze the second term, that is,

\[ \frac{\xi_2(n)}{\pi^n(n) + \sum_{m=0}^{n-1} (\pi^n(m) - \pi^{n-1}(m))} = \frac{C(n, 0) - C(n, 1) \frac{d^0(n)}{d^1(n)} \pi^{n-1}(0)}{1 + (1 - \frac{\pi^{n-1}(0)}{\pi^n(0)}) D(n)_{(m)} \sum_{m=0}^{\lambda^m \gamma^m} D(n)_{(m)}}. \]

We substitute (50) in the latter equation. As \( \lambda \downarrow 0 \) the denominator in (55) simplifies to

\[ \lim_{\lambda \downarrow 0} \frac{\sum_{m=0}^{\lambda^m \gamma^m}}{D(n)_{(m)}} = \frac{d^0(n)}{d^1(n)} \mathcal{O}(\lambda) 1 + \mathcal{O}(\lambda) \]

and substituting the latter in (55) we obtain that as \( \lambda \downarrow 0 \)

\[ \frac{\xi_2(n)}{\pi^n(n) + \sum_{m=0}^{n-1} (\pi^n(m) - \pi^{n-1}(m))} = C(n, 0) \frac{d^1(n)}{d^0(n)} - C(n, 1) = C(n, 0) - C(n, 1) + C(n, 0) \left( \frac{d^1(n)}{d^0(n)} - 1 \right). \]
To conclude the proof we obtain the expression of the third term, that is,
\[ \xi_3(n) = \frac{\lambda^{n}m^{m}(m)}{\pi^{n}(m) + \sum_{m=0}^{n-1}(\pi^{n}(m) - \pi^{n-1}(m))} \]

The latter, letting \( \lambda \downarrow 0 \), reduces to \( \frac{\lambda^{n+1}m}{\pi^{n}(0)} \), and hence
\[ \lim_{\lambda \downarrow 0} \frac{\xi_3(n)}{\pi^{n}(m) + \sum_{m=0}^{n-1}(\pi^{n}(m) - \pi^{n-1}(m))} = 0. \]

Summing the latter together with Equations (54) and (56) we obtain \( W(n) = W^{LT}(n) + o(1) \), as \( \lambda \downarrow 0 \), where
\[ W^{LT}(n) = C(n, 0) - C(n, 1) + (C(n, 0) - C(0, 0)) \left( \frac{d^{1}(n)}{d^{1}(n)} - 1 \right). \]

This concludes the proof.

1-0 type of threshold policies. Assume that the optimal threshold policy that solves (8) is of 1-0 type now. Recall the assumption \( b^{\epsilon}(m) = \lambda\gamma a \) for \( a = 0, 1 \). In order to lighten the notation throughout the proof we define
\[ D^{n}(m) := \begin{cases} d^{1}(1) \cdot d^{1}(2) \cdots d^{1}(m), & \forall m \leq n, \\ d^{1}(1) \cdots d^{1}(n) \cdot d^{1}(n+1), & m = n + 1, \end{cases} \]

when the threshold is considered to be \( n \). Observe that \( D^{n}(m) = D^{n-1}(m) \) for all \( m \leq n - 1 \). This observation will be used throughout the proof.

In the framework of this paper we consider birth-and-death processes and therefore \( \pi^{n}(m) := \lambda^{m}\gamma^{n} m^{n}(0)/D^{n}(m) \) for all \( m \leq n + 1 \), and 0 otherwise, where \( \pi^{n}(0) = \left( \sum_{m=0}^{n+1} \frac{\lambda^{m}\gamma^{n}}{D^{n}(m)} \right)^{-1} \).

We have that \( W(n) \) as given in Equation (10) reduces to
\[ W(n) = \frac{\xi_1(n) + \xi_2(n) + \xi_3(n)}{\pi^{n}(n + 1) - \pi^{n-1}(n)}, \]

where
\[ \xi_1(n) := \sum_{m=0}^{n-1} C(m, 1)(\pi^{n}(m) - \pi^{n-1}(m)), \]
\[ \xi_2(n) := C(n, 1)\pi^{n}(n) - C(n, 0)\pi^{n-1}(n), \]
\[ \xi_3(n) := C(n + 1, 0)\pi^{n}(n + 1), \]

and \( \pi^{n}(m) \) the steady-state probability of being in state \( m \).

We now compute the expression of \( \pi^{n-1}(0)/\pi^{n}(0) \), which will be used later in the proof. We hence have
\[ \frac{\pi^{n-1}(0)}{\pi^{n}(0)} = \frac{\sum_{m=0}^{n+1} \frac{\lambda^{m}\gamma^{n} m^{n}}{D^{n}(m)}}{\sum_{m=0}^{n+1} \frac{\lambda^{m}\gamma^{n} m^{n}}{D^{n-1}(m)}} = 1 + \frac{\lambda^{n+1}\gamma^{n+1} m^{n+1}}{D^{n+1}(n+1)} - \frac{\lambda^{n+1} m^{n+1}}{D^{n+1}(n)} \]
\[ = 1 + \frac{\frac{\lambda^{n+1} m^{n+1}}{D^{n+1}(n+1)} - \frac{\lambda^{n+1} m^{n+1}}{D^{n+1}(n)}}{\sum_{m=0}^{n+1} \frac{\lambda^{m}\gamma^{n} m^{n}}{D^{n-1}(m)}}. \]
The latter as $\lambda \to 0$ reduces to $1 + \lim_{\lambda \downarrow 0} \frac{C(\lambda^n)}{\lambda} = 1$.

Let us first analyze the first term. That is,

$$\frac{\xi_1(n)}{\pi^n(n + 1) - \pi^{n - 1}(n)} = \sum_{m=0}^{n-1} C(m, 1) \frac{\lambda \cdot m^{m-1}}{\pi^m} \left( 1 - \frac{\pi^{n-1}(0)}{\pi^n(n)} \right) \frac{\lambda^{n+1} \gamma}{\pi^m(n + 1)} - \frac{\lambda^n \gamma}{\pi^m(n)} \frac{\pi^{n-1}(0)}{\pi^n(n)} \quad (61)$$

We now substitute the expression obtained in (60) in (61). Then, since

$$\frac{\lambda^{n+1} \gamma}{\pi^m(n + 1)} \frac{\pi^{n-1}(0)}{\pi^n(n)} \to \frac{\lambda^n \gamma}{\pi^m(n)} \frac{\pi^{n-1}(0)}{\pi^n(n)} \quad (62)$$

Let us now analyze the second term, that is,

$$\frac{\xi_2(n)}{\pi^n(n + 1) - \pi^{n - 1}(n)}$$

We substitute (60) in the latter equation. As $\lambda \downarrow 0$, (63) simplifies to

$$\frac{\xi_2(n)}{\pi^n(n + 1) - \pi^{n - 1}(n)} = -C(n, 1) \frac{d^{\theta}(n)}{d^1(n)} + C(n, 0) + O(\lambda).$$

Hence,

$$\lim_{\lambda \downarrow 0} \frac{\xi_2(n)}{\pi^n(n + 1) - \pi^{n - 1}(n)} = C(n, 0) - C(n, 1) + C(n, 1) \left( 1 - \frac{d^{\theta}(n)}{d^1(n)} \right). \quad (64)$$

To conclude the proof we obtain the expression of the third term, that is,

$$\frac{\xi_3(n)}{\pi^n(n + 1) - \pi^{n - 1}(n)} = \frac{C(n + 1, 0) \frac{\lambda^{n+1} \gamma^{n+1}}{\pi^{n+1}(n + 1)} - \frac{\lambda^n \gamma}{\pi^n(n)} \frac{\pi^{n-1}(0)}{\pi^n(n)}}{1 - \frac{\lambda \gamma D^{n+1}(n + 1)}{\pi^{n+1}(n + 1)} \frac{\pi^{n-1}(0)}{\pi^n(n)}}.$$

The latter, letting $\lambda \downarrow 0$, reduces to $\frac{C(\lambda)}{C(\lambda) + 1}$, and hence

$$\lim_{\lambda \downarrow 0} \frac{\xi_3(n)}{\pi^n(n + 1) - \pi^{n - 1}(n)} = 0.$$
Summing the latter together with Equations (62) and (64) we obtain \( W(n) = W^{LT}(n) + o(1), \) as \( \lambda \downarrow 0, \) where

\[
W^{LT}(n) = C(n,0) - C(n,1) + (C(n,1) - C(0,1)) \left( 1 - \frac{d^0(n)}{d^1(n)} \right).
\]

Which concludes the proof.

**Proof of Proposition 5**

We drop the dependency on \( k \) throughout the proof.

We have \( d^a(m) > 0 \) for \( a = 0,1 \) and for all \( m > 0 \) and \( b^a(m) = \lambda \gamma \) for all \( m \) and \( a = 0,1 \) when 0-1 type of threshold policy solves (8) optimally. Similarly, \( d^a(m) > 0 \) for \( a = 0,1 \) and all \( m > 0 \) and \( b^a(m) = \lambda \gamma a \) for all \( m_k \) and \( a = 0,1 \) when 1-0 type of threshold policy solves (8) optimally.

As \( \lambda \downarrow 0 \) \( f^a(m) \to -d^a(m), \) and by assumption \( d^a(m) > 0 \) for all \( m > 0, \) then if \( m \) is such that \( -d^a(m) = 0 \) this implies \( m \leq 0. \) Hence, by the convention adopted in Section 4.2 this implies \( m^a = 0 \) for \( a = 0,1. \) The latter together with Proposition 3 gives us that the fluid index policy for the 0-1 type of threshold policies is given by \( w(m) = C(m,0) - C(m,1) + w(0)(m) \) for all \( m \) and for the 1-0 type of threshold policies by \( w(m) = C(m,0) - C(m,1) + w(1)(m) \) for all \( m \) with \( m^0 = m^1 = 0. \) Then, from Proposition 4 we have

\[
\lim_{\lambda \downarrow 0} W(m) = C(m,0) - C(m,1) + \frac{C(m,a) - C(0,a)}{d^a(m)} (d^1(m) - d^0(m)) = \lim_{\lambda \downarrow 0} w(m).
\]

This concludes the proof.